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Foreword

PROFIBUS is a fieldbus system, which is in widespread use all over the world.
PROFIBUS fulfils the requirements for the interconnection of intelligent field
devices in manufacturing, process and building automation.

This publication contains the normative parts of the PROFIBUS-FMS / -DP / -PA
specification according to the European fieldbus standard EN 50 170. These
normative parts are supplemented by profiles and guidelines of the PROFIBUS user
organisation (PNO). Both, the normative parts as well as the profiles and
guidelines are published by PROFIBUS International, a world-wide organisation of

more than 650 users of the PROFIBUS technology. PROFIBUS International is
represented by regional user groups in 20 important industrial countries (see
annex).

PROFIBUS has been selected by CENELEC TC65CX to be standardised as European
Standard EN 50170 Volume 2 on 1996-07-02. Therefore, the PROFIBUS specification

has been included without changes in EN 50170. This document is technical
identical to the European Standard EN 50 170 volume 2 and is organised in the

same manner.

PROFIBUS International

Business Office

Haid-und-Neu-Strasse 7

D-76131 Karlsruhe / Germany

Tel: ++ 49 721 9658 590

Fax: ++ 49 721 9658 589

email: PROFIBUS_International@compuserve.com
Internet: http://www.profibus.com
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1 General Description of the Normative Parts

This description provides an overview on the models, services and characteris-
tics of the PROFIBUS System.

1.1 OSI Environment and layers defined

The layered structure is based on the ISO/OSI model for open systems communica-
tion (ISO 7498) according to figure 1. This specification defines Layer 1
(Physical Layer, PHY), Layer 2 (Data Link Layer, FDL) and Layer 7 (Application
Layer). The Layers 3 to 6 are empty to minimize expense and increase efficiency.

From/to Application
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Figure 1. OSI environment
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This specification defines the technical and functional characteristics of a
serial fieldbus which is aimed at the inter-connection of digital field devices

or systems with low or medium performance, e.g. sensors, actuators, transmit-
ters, programmable logical controllers (PLC), numerical controllers (NC), pro-
gramming devices, local man machine interfaces etc.

Often a field control system is based on a central control and supervision unit,
which is connected to a number of devices and small systems distributed in the
field. In such cases the dominant data transfer is centrally oriented and cyclic
from the field devices to the central data processing unit or to a superior con-

trol system.

Strict realtime requirements have been met using the following simplifications:
- segmentation of long messages (> 235 byte) is not supported.

- blocking of short messages is not supported. The combination of many short
messages into one long message packet is not in accordance with the require-
ment of short messages, and therefore the specification does not provide this
function.

- support of routing functions by the network layer is not provided in the
specification.

- except for a mandatory minimum configuration, arbitrary subsets of services
can be created depending on the application requirements. This is a particu-
larly important aspect for small systems (sensors, etc.).

other functions are optional such as password protection schemes.

the network topology is a linear bus with or without terminator, including
drop cables and branches (tree)

the medium, distances, number of stations Depending on the signal character-

istics, e.g. for shielded twisted pair, < 1,2 km without repeaters, 32 sta-
tions

- transmission speed depends on network topology and line lengths, e.g. step-
wise from 9,6 to 1500 kbit/s

- a second medium (redundancy) is optional

a halfduplex, asynchronous, slip protected synchronization (no bit stuffing)
is used for transmission

Data integrity of messages is Hamming distance (HD)=4, sync slip detection,
special sequence to avoid loss and multiplication of data

- Addresses are defined in the range of 0 to 127 (127 = global addresses for
broad-cast and multicast messages), address extension for regional address,
segment address and Service Access address (Service Access Point, LSAP), 6
bit each

- two station types are used: (1) Masters (active stations, with bus access
control), (2) Slaves (passive stations, without bus access control); prefera-
bly at most 32 masters, optionally up to 127, if the applications are not
time critical.

- Bus access is based on a hybrid, decentral/central method; token passing be-
tween master stations and master-slave between master and slave stations. The
token circulates in a logical ring formed by the masters. If the system con-
tains only one master, e.g. a central control and supervision station, no
token passing is necessary. This is a pure single-master/n-slave system. The
minimum configuration comprises one master and one slave, or two masters.
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- Data transfer services are
(1) Acyclic:

Send Data with/without Acknowledge
Send and Request Data with Reply

(2) Cyclic (Polling):
Send and Request Data with Reply

1.2 Overview about the layers covered

The following describes the functionality of the various layers.

1.2.1 Physical Layer

The Physical Layer (this is the medium, including lengths and topology, the line
interface, the number of stations and the transmission speed, variable in the
range from 9,6 to 1500 kbit/s) can be adapted to different applications. However

there is a common access method and transmission protocol and there are common
services at the user interface.

The Physical Layer (version 1, contained in Part 2 of this specification) is
specified according to the EIA standard RS-485:

- Topology . Linear bus, terminated at both ends, stubs <0,3m, no
branches;

- Medium : Shielded Twisted Pair

- Line Length : <1200 m

- Number of stations : 32 (master stations, slave stations or repeaters)

- Data rates : 9,6/19,2/93,75/187,5/500 / 1500 kbit/s

The version 2 (according to IEC 1158-2, contained in Part 9 of this
specification) covers the requirements of Intrinsic Safety (IS):

- Topology . Linear bus, terminated at both ends, spurs <120 m
- Medium . Twisted Pair or multicore (shielded or unshielded)

- Line Length : <1900 m depending on cable type

- Number of stations : 32 (master stations, slave stations or repeaters)

- Data rates 31,25 kbit/s

1.2.2 Data Link Layer

The Medium Access Control protocol (MAC), the data transfer services and the
management services are defined according to the standards DIN 19 241-2, IEC
955(PROWAY C), ISO 8802-2 and ISO/IEC JTC 1/SC 6N 4960 (LLC typel and LLC
type 3).

The octet (character) format shall be the UART format FT 1.2 (asynchronous
transmission with start-stop synchronization) as defined for Telecontrol Equip-

ment and Systems (IEC 870-5-1). The transmission protocol definitions are based

on the standard IEC 870-5-2.

The following data transfer services are defined:
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Send Data with Acknowledge (SDA)

This service allows an user to send data to a single remote station. If an error
occurred, the data transfer shall be repeated.

Send Data with No Acknowledge (SDN)

This service allows an user to transfer data to a single remote station, to many
remote stations (Multicast), or to all remote stations (Broadcast) at the same
time without any confirmation.

Send and Request Data with Reply (SRD)

This service allows an user to transfer data to a single remote station and at
the same time to request data from the remote station. If an error occured, the
data transfer shall be repeated.

Cyclic Send and Request Data with Reply (CSRD)

This service allows an User to cyclically transfer data to a remote station and
at the same time to request data from the remote station.

1.2.3  Application Layer

The Application Layer consists of the two entities FMS (Fieldbus Message Speci-
fication) and LLI (Lower Layer Interface).

1231 Fieldbus Message Specification (FMS)

The FMS describes communication objects, services and associated models from the
point of view of the communication partner (server behaviour).

The purpose of communication at the field and process levels is to transfer data
(such reading/writing of measured values, loading/starting/stopping of programs,
processing of events, etc.) between two communicating stations.

For communication between an application process of one device and that of an-
other, the process objects transferred must be made known to the communication
system, which means the process objects must be listed as communication objects
in an Object Dictionary (OD) (comparable to a public telephone directory). Thus,

an application process must make its objects visible and available, before these

can be addressed and processed by the communication services. The application
processes communicating with one another on different devices, however, need
more information than the acknowledgement of the communication objects for effi-
cient communication.

Usually, the stations are located at a distance from one another, or are not ac-
cessible during operation; so they must be uniquely identified with their fea-
tures in the network. Data such as vendor name, model name and profile need to
be read via the bus. Moreover, information on the communication interface status
of the device and on the real device (e.g., indication of servicing dates) are a

very important aspects.

A public Object Dictionary provided by all stations connected to the bus, stan-
dardized device features, identical services and uniform interfaces make up the
basis for open communication between devices of different vendors. This consis-
tent view of a device is called a Virtual Field Device (VFD).

The specification describes the effect of the services on the communication ob-
jects of an application process only for Virtual Field Devices. The mapping of
Virtual Field Devices to real field devices and vice versa is not subject to the
specification. Between the Application Layer and the real application process
lies the so-called Application Layer Interface (ALI).
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The services of the Application Layer can be accessed via this intermediate
interface. It provides additional communication functions adapted to the appli-
cation process. In addition, the Application Layer Interface does the mapping of
the Virtual Field Device on to the real field device.

1.2.3.2 Lower Layer Interface (LLI)

Logical relationships exist between application processes with the specific pur-
pose of transferring data. In the case, all communication relationships must be
defined before a data transfer is started. These definitions are listed in
layert7 in the Communication Relationship List (CRL).

The manifold characteristics of the specification require a particular
adaptation between FDL and FMS/FMAY. This adaptation is achieved by means of the
LLI. The LLI is an entity of Layer 7.

The main tasks of LLI are:

- mapping of FMS and FMA7 services on to the FDL services
- connection establishment and release

- supervision of the connection

- flow control

1.2.4  User specifications

To manage peripheral devices connected through a serial interface to e.g. a
controller in manufacturing application, this specification defines extented
definitions to fulfil the special requirements in the area of remote peripher-

als.

Decentralized Peripherals (DP) are mainly used to connect automation systems
(such as programmable controllers) via a fast serial link to input-/output-
devices, sensors, actuators and to smart devices.

The main purpose of DP is the fast cyclic exchange of data between a powerful
Master and several simple Slaves (peripheral devices). Thus, this system uses
mainly the Master-Slave-type of communication services.

The hybrid media access allows Master-Slave communication as well as Master-Mas-
ter communication, which is used for Data transfer between DP-Master (class 1)
and DP-Master (class 2) for programmer/diagnostic-panels.

© Copyright by PNO 1997 - all rights reserved
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PROFIBUS Specification - Normative Parts
Part 2

Physical Layer Specification and Service Definition
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1 Scope

This specification defines the functional, electrical and mechanical
characteristics of a serial fieldbus which is designed for applications in field
oriented automation systems.

An important requirement of these applications is the use of a simple transmis-

sion medium (2 or 4 wire cable) in a variety of topologies, such as the linear

bus or tree topology. The support of low power and low cost implementations with

real time behaviour (i.e. with guaranteed reaction time) is a further require-

ment. In many cases harsh electromagnetic interferences and sometimes hazardous
areas, such as explosive atmospheres, have also to be taken into account.

In particular the specification supports simple input/output field devices
without bus control capability as well as more sophisticated devices with bus
control capability, e.g. Programmable Logical Controllers.

The requirements described above can be met by transmitting short messages effi-
ciently and by realising the protocol in a commercially available integrated
circuit, e.g. in a single chip microcontroller with an internal UART (Universal
Asynchronous Receiver/Transmitter).

It is the purpose of this specification to minimise the costs of multi vendor

field device interconnections, to integrate the components to a distributed
control system and to guarantee reliable communication. Usually this is called
"Open Systems Interconnection (OSI)". Further aims are the transparency and the
easy access to higher level control systems.

The degree of freedom which is offerred by the specification guarantees
flexibility and allows implementations for different applications, tailored to a
variety of system configurations and functional structures.

This part of the specification defines the Physical Medium and the Physical
Layer according to the ISO-OSI Layer Model (Ref. ISO 7498). The Data Link Layer,
the interface between Data Link Layer and Application Layer, and the Management
Layer are described in part 3 and 4.

The Physical Layer (version 1) is specified according to the EIA standard RS-485
and does not cover the requirements of Intrinsic Safety (IS). The version 2
(according to IEC 1158-2) covers the requirements of Intrinsic Safety (IS).

Part 5, 6 and 7 of this specification describes the Application Layer and the
related management.

O Copyright by PNO 1997 - all rights reserved
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2 Normative References and additional Reference Material

DIN 19 241-2:1985

DIN 66 259-3:1983

DIN 57800/
VDE 0800:1984

DIN VDE 0160:1988

Messen, Steuern, Regeln; Bitserielles Prozessbus-Schnitt-
stellensystem; Elemente des Ubertragungsprotokolls und
Nachrichtenstruktur

Electrical characteristics for balanced double-current
interchange circuits

Fernmeldetechnik; Errichtung und Betrieb der Anlagen

Ausrlistung von Starkstromanlagen mit elektronischen Be-
triebsmittel

Source of Supply for DIN Standards:

Beuth Verlag GmbH

Burggrafenstr. 6

D-10772 Berlin
Germany

CCITT V.11:1976

CCITT V.24:1964

IEC 807-3:1990

IEC 870-5-1:1990

IEC 870-5-2:1992

IEC 955:1989

IEC 1131-2:1992

IEC 1158-2:1993

ISO 1177:1985

Electrical Characteristics for balanced double-current
interchange circuits for general use with integrated cir-
cuit equipment in the field of data communications.

List of definitions for interchange circuits between data
terminal equipment and data circuit-terminating
equipment.

Rectangular connectors for frequencies below 3 MHz
Part 3: Detail specification for a range of connectors
with trapezoidal shaped metal shells and round contacts
Removable crimp contact types with closed crimp barrels,
rear insertion/rear extraction

Telecontrol equipment and systems; part 5: transmission
protocols; section 1: transmission frame formats

Telecontrol equipment and systems; part 5: transmission
protocols; section 2: link transmission procedures

Process data highway, type C (PROWAY C), for distributed
process control systems

Programmable controllers - Part 2: Equipment requirements
and tests

Fieldbus standard for use in industrial control system -
Part 2: Physical layer specification and service
definition

Information processing - Character structure for start/
stop and synchronous character oriented transmission
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ISO 2022:1986

ISO 7498:1984

ISO 8802-2:1989

ISO/IEC JTC 1/
SC 6 N 4960:1988

EIA RS-422-A:1978

EIA RS-485:1983

3 General

3.1 Terms

PROFIBUS-Specification-Normative-Parts-2:1997

Information processing - ISO 7-bit and 8-bit coded
character sets - Code extension techniques

Information processing systems; Open Systems Interconnec-
tion; Basic Reference Model

Information Processing Systems - Local area networks -
Part 2: Logical link control

Standards for Local Area Networks: Logical Link Control -
Type 3 Operation, Acknowledged Connectionless Service
Electrical Characteristics of balanced Voltage digital

Interface Circuits

Standard for electrical Characteristics of Generators and
Receivers for use in balanced digital Multipoint Systems

The multiplicity of technical terms and the need to relate to existing interna-
tional bus standards make it necessary to limit the technical terms to a well

defined set.

3.1.1

Definition

Acknowledge Frame

Action Frame
Acyclic Service
Address Extension
BIT Time
Confirm(ation)
Controller Type

current Master

Cyclic Service

Definitions

Meaning

conveys the status of a transaction from the remote
(responding) FDL entity to the local (initiating) FDL
entity

a data or request frame, the first frame transmitted in all
"transactions"

an FDL Service that involves a single transfer or exchange
of data, i.e. a single "transaction"

an LSAP address or Bus ID, it is conveyed at the start of
the DATA_UNIT of a frame

FDL symbol period, the time to transmit one bit

Confirm primitive e.g. informs the local FDL User of the
success or failure and status of a transaction, also con-
veys Request Data, when present, to the local FDL User

generic implementation type (speed) and role of a station

the Master station that now holds the token (the token
holder), the initiator of all transmissions

repetitions of an Acyclic FDL Service to multiple remote
FDL Users according to a Poll List submitted by the local
FDL User

O Copyright by PNO 1997 - all rights reserved
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Data Frame

Data Request Frame

Entity
FDL Status

Fieldbus Management

Frame

Frame Header

GAP Maintenance

Indication

Live List

local FDL User

Poll Cycle

Poll List

Request Data
remote FDL User

Reply Frame

Request

Request Frame
Response Frame
Send Data

Token Holder

Transaction

PROFIBUS-Specification-Normative-Parts-2:1997

an Action Frame that carries Send Data from a local FDL
User to a remote FDL User

an Action Frame that carries Send Data and a request for
Request Data from a local FDL User to a remote FDL User

the hardware/software embodiment of a protocol

the "token ring" status of a FDL entity conveyed in the FC
field of reply frames

protocol/entity that initializes, monitors, reports and
supervises operation of FDL and PHY entities

the "packet" of data transmitted on the bus

the initial part of a frame that identifies its SA, DA and
FC

the actions taken (Request FDL Status) by this FDL entity
to determine the FDL Status of all FDL entities in its GAP

Indication primitive e.g. informs the remote FDL User of
the arrival of a Data or Request Frame and conveys Send
Data, if present, to that remote FDL User

List of all live (respond to FDL Status requests) Master
and Slave stations

the FDL User in the current Master station that initiates
the current data transfer transaction

one execution of all the requests contained in the current
Poll List

the sequence of remote FDL Users to be addressed by the
current Cyclic request

Data provided by the remote FDL User to the local FDL User
addressed (responding) FDL User of a "transaction”

a Response or Acknowledge Frame, this frame completes a
confirmed transaction

Request primitive e.g. passes a request, to send Send Data
and/or request Request Data or load Update, from the local
FDL User to the local FDL entity

an Action Frame that carries a request for Request Data
from a local FDL User to a remote FDL User

a Reply Frame that carries Request Data from a remote FDL
User to a local FDL User

data provided by a local FDL User to a remote FDL User

an attribute of the FDL entity in a Master station which
confers the sole right to control (allocate) bus access to
that station (the current Master)

a complete confirmed or unconfirmed interaction (data
transfer) between initiating (local) FDL or FMAL1/2 Users
and responding (remote) FDL Users or FDL or FMA1/2 entities

O Copyright by PNO 1997 - all rights reserved
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confirmed

unconfirmed

Token pass
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Transaction consists of a single Action Frame and its
responding Reply Frame along with a retry of these frames
if no initial Reply Frame is received by the initiating
Master station

Transaction consists of a single Data Frame

Transaction consists of the Token Frame, the confirmation
of a successful pass and any retries needed unoccupied ad-
dress the address of a non-existent station (does in GAPL
not respond to Request FDL Status frames)

3.1.2 Abbreviations

A

ACK
APP
AWG
Bus ID

CCITT
CNC
CNTR
con
CSRD
DA
DAE

DGND
DIN

DMA
DP RAM
DS

DSAP

ED
EIA
EMC
EMI
EXT
FC

Active Station
ACKnowledge(ment) frame

APPlication layer (7), OSI layer 7
American Wire Gauge

Bus IDentification, an Address Extension (Region/Segment Address)
that identifies a particular PROFIBUS segment as supporting
routing between PROFIBUS segments (FDL)

Comite Consultatif International Telephonique et Telegraphique
Computerized Numerical Control
CoNTRol Signal
confirmation primitive
Cyclic Send and Request Data with reply (FDL Service)
Destination Address of a frame

Destination Address Extension(s) of a frame conveys DSAP and/or
destination Bus ID

Data GrouND (PHY, RS-485)

Deutsches Institut fuer Normung e.V., Berlin German Industrial
Standard & standards body

Direct Memory Access
Dual Port RAM (Random Access Memory)

Disconnected Station local FDL/PHY controller not in logical token
ring or disconnected from line (L/M_status of the service primi-
tive)

Destination Service Access Point a LSAP which identifies the
remote FDL User

End Delimiter of a frame

Electronic Industries Association
ElectroMagnetic Compatibility

ElectroMagnetic Interference
address EXTension field of a frame

Frame Control (frame type) field of a frame
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FCB

FCS

FCV
FDL
FMA1/2
FOW

G

GAP

GAPL

Hd

HSA

IEC
IEEE
ind
ISO

LAS
LE
LEr
LR

LS

LSAP

LSB
L_pdu
L_pci
L _sdu
LSS

PROFIBUS-Specification-Normative-Parts-2:1997

Frame Count Bit of a frame (FC field) used to eliminate lost or
duplicated frames

Frame Check Sequence (checksum) of a frame used to detect cor-
rupted frames

Frame Count bit Valid indicates whether the FCB is to be evaluated
Fieldbus Data Link layer, OSI layer 2
Fieldbus MAnagement layer 1 and 2

Fiber Optic Waveguide

GAP update factor the number of token rounds between GAP mainte-
nance (update) cycles

Range of station addresses from This Station (TS) to its successor
(NS) in the logical token ring, excluding stations above HSA

GAP List containing the status of all stations in this station's
GAP

Hamming distance a measure of frame integrity, the minimum number
of bit errors that can cause acceptance of a spurious frame

Highest Station Address installed(configured) on this PROFIBUS
segment

International Electrotechnical Commission

The Institute of Electrical and Electronics Engineers, USA
indication primitive

International Organization for Standardization

Length of the information field the part of a frame that is
checked by the FCS

List of Active (Master) Stations
field giving LEngth of frame beyond fixed part
field that repeats LEngth to increase frame integrity

Local Resource not available or not sufficient (L/M_status of the
service primitive)

Local Service not activated at service access point or local LSAP
not activated (L/M_status of the service primitive)

Link Service Access Point identifies one FDL User in a particular
station

Least Significant Bit of a field or octet
Link_protocol_data_unit
Link_protocol_control_information
Link_service_data_unit
Line Selector Switch (PHY), selects one of two redundant media

Master station, this station participates in the token ring; a
full function station, its FDL users can initiate data transfer
"transactions"
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MC
mp

MSAP

MSB

mt

na
NA
NIL
NO
np
NR

NRZ

NS

OK

(ON]
PBC
PC
PHY
Pl
PON
PS

RAM
RDH

RDL

RET
REP

req

Res
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Message Cycle
Number of Retries per Poll List

Management Service Access Point the MSAP used by this station's
FMAZ1/2 entity for communication with other FMA1/2 entities

Most Significant Bit of a field or octet
Number of Retries per token rotation
Number of Stations
Number of Active (Master) Stations
No Acknowledgement/response
locally existing value, but not fixed in this standard
Not OK (L/M_status of the service primitive)
Number of Slave (passive) Stations

No Response FDL/FMA Data acknowledgement negative & send data ok
(L/M_status of the service primitive)

Non-Return-to-Zero (PHY), an encoding technique where transitions
occur only when successive data bits have different values

Next Station (FDL), the station to which this Master will pass the
token

Service finished according to the rules (L/M_status of the service
primitive)

Open Systems Interconnection
PROFIBUS Controller

Programmable Controller

PHYsical layer, OSI layer 1
Parallel Interface

Power ON transition occurs at a station

Previous Station (FDL), the station which passes the token to this
Master station

Receiver (PHY)
pulldown Resistance to DGND of bus terminator
Random Access Memory

Response FDL Data High and no resource for send data (L/M_status
of the service primitive)

Response FDL/FMA1/2 Data Low and no resource for send data
(L/M_status of the service primitive)

RETry

REPeater, a device that extends the distance and number of
stations supported by a PROFIBUS System

request primitive

Reserved
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pullup Resistance to VP of bus terminator
Reserved Power

no Resource for send data and no Response FDL data (acknowledge-
ment negative), (L/M_status of the service primitive)

no Service or no Rem_add activated at Remote service access
point(acknowledgement negative), (L/M_status of the service primi-
tive)

Reply Service Access Point an LSAP at which Request Data may be
obtained

Rate SYStem total message cycles rate at which confirmed FDL
Transactions are performed

line termination Resistance of bus terminator
Received Data signal (PHY, RS-485)

Slave station, this station can never hold the token, a reduced
function station, its FDL User may only respond to requests from
initiating FDL Users in Master stations

Source Address of a frame

Source Address Extension(s) of a frame conveys SSAP and/or source
Bus ID

Service Access Point, the point of interaction between entities in
different protocol layers

Single Character acknowledge frame

Start Delimiter of a frame

Send Data with Acknowledge (FDL Service)

Send Data with No acknowledge (FDL Service)
Serial Interface

Send and Request Data with reply (FDL Service)

Source Service Access Point, an LSAP which identifies the local
FDL User which initiates a transaction

Station, a device with an FDL Address on this PROFIBUS System

SYchroNizing bits of a frame (period of IDLE) it guarantees the
specified frame integrity and allows for receiver synchronization

BIT Time, FDL symbol period the time to transmit one bit on this
PROFIBUS System; 1/Data Signalling Rate in bit/s

Transmitter
Time to transmit an Acknowledgement/Response frame
Token Cycle, cycle to transmit a token frame

GAP UpDate Time, the time this Master station waits between suc-
cessive GAP maintenance cycles
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IDle Time, the time a Master station must wait between the last
bit of a transmitted or received frame and the first bit of the
next frame it transmits; this creates the interframe SYNchronizing
period of IDLE

Message Cycle Time, the time between transmission of the first bit
of an action frame and receipt of the last bit of the correspond-
ing reply frame

QUlet Time, Transmitter fall Time (Line State Uncertain Time)
and/or Repeater switch Time; the time a transmitting station must
wait after the end of a frame before enabling its receiver

ReaDY Time, the time after which the transmitting Master will
reply frame

Real Rotation Time, the time between the last successive recep-
tions of the token by this Master station

This Station

Station Delay of Initiator, the time this Master station will wait
before sending successive frames

Station Delay of Responder, the actual time this responder waits
before generating a reply frame

SETup Time, the time between an event (e.g. interrupt SYN timer
expired) and the necessary reaction (e.g. enabling receiver)

SLot Time, the maximum time a Master station must wait for a
transaction response

Safety Margin Time

System Reaction Time, the target maximum time to complete all
transactions (including retries) in one poll cycle in single
Master PROFIBUS Systems

Send/Request frame Time, the time to transmit a send/request frame

SYNchronization Time,the period of IDLE in front of frames after
which this station enables its receiver; the required minimum
inter-frame IDLE period to guarantee frame integrity and a valid

frame

SYNchronization Interval Time, the maximum time that a receiving
station waits for the required inter-frame IDLE period, of dura-
tion T gyN to occur before it detects a bus fault

Token Cycle Time, the time to pass the token to the next Master
station in the absence of errors

Transmission Delay Time, the maximum delay experienced between one
station's transmitter and any other station's receiver

Token Frame Time, the time to transmit the token frame

Token Holding Time, the remaining period which this current Master
station is allowed to initiate transactions during this token
round

Transistor Transistor Logic
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TTO Time-Out Time, the period of IDLE after which this Master station
will claim the (lost) token, or any station will report a time-out
fault to its FMA User, depends on this station's FDL Address

TTR Target Rotation Time, the anticipated time for one token round,
including allowances for high and low priority transactions,
errors and GAP maintenance

TTY Tele-TYpe

TxD Transmit Data signal (PHY, RS-485)

UART Universal Asynchronous Receiver/Transmitter

uc UART Character

UE negative acknowledgement, remote User interface Error (L/M_status
of the service primitive)

uP Microprocessor

VDE Verband Deutscher Elektrotechniker (Society of German Electronics
Engineers)

VP Voltage Plus

1 Chip MC Single Chip MicroComputer

3.2 Basic Properties

The PROFIBUS Specification defines the technical and functional characteristics
of a serial fieldbus which is aimed at the inter-connection of digital field
devices or systems with low or medium performance, e.g. sensors, actuators,
transmitters, programmable logical controllers (PLC), numerical controllers
(NC), programming devices, local man machine interfaces etc.

Often a field control system is based on a central control and supervision unit,
which is connected to a number of devices and small systems distributed in the
field. In such cases the dominant data transfer is centrally oriented and cyclic
from the field devices to the central data processing unit or to a superior
control system.

The system contains master stations and slave stations. A master is able to con-
trol the bus, i.e. it may transfer messages without remote request when it has
the right of access (called token). In contrast to this a slave is only able to
acknowledge a received message or to transfer data after a remote request.

The token circulates in a logical ring formed by the masters. If the system con-
tains only one master, e.g. a central control and supervision station, no token
passing is necessary. This is a pure single-master/n-slave system. The minimum
configuration comprises one master and one slave, or two masters.

The Physical Layer (this is the medium, including lengths and topology, the line
interface, the number of stations and the transmission speed, variable in the

range from 9,6 to 1500 kbit/s) can be adapted to different applications. However

there is a common access method and transmission protocol and there are common
services at the user interface.
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3.3 Characteristic Features

The various application fields, e.g. process control, factory automation, power
distribution, building automation, primary process industry etc., have the fol-
lowing characteristic bus requirements:

Network topology Linear bus with or without terminator, including drop
cables and branches (tree)
Medium, distances, Depending on the signal characteristics, e.g. for
number of stations shielded twisted pair,
< 1,2 km without repeaters, 32 stations
Transmission speed Depending on network topology and line lengths, e.qg.
step-wise from 9,6 to 1500 kbit/s
Redundancy Second medium is optional
Transmission charac- Halfduplex, asynchronous, slip protected synchroniza-
teristics tion (no bit stuffing)
Addressing 0to 127 (127 = global addresses for broad-cast and

multicast messages), address extension for regional ad-
dress, segment address and Service Access address
(Service Access Point, LSAP), 6 bit each

Station types Masters (active stations, with bus access control);
Slaves (passive stations, without bus access control);
preferably at most 32 masters, optionally up to 127, if
the applications are not time critical

Bus access Hybrid, decentral/central; token passing between master
stations and master-slave between master and slave sta-
tions

Data transfer services Acyclic:
Send Data with/without Acknowledge
Send and Request Data with Reply

Cyclic (Polling):
Send and Request Data with Reply

Frame length 1 or 3 to 255 byte per frame, 0 to 246 layer 2 data oc-
tets for each Data Unit without address extension

Data integrity Messages with Hamming distance (HD)=4, sync slip detec-
tion, special sequence to avoid loss and multiplication
of data
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34 Scope

This part of the specification deals with "Layer 0" and Layer 1 (Physical Media

and Physical Layer PHY, according to the ISO-OSI Layer Model) which describe the
medium and signal characteristics; furthermore Part 3 and 4 defines the Layer 2
(Fieldbus Data Link Layer, FDL), containing the transmission protocol and Medium
Access Control, as well as the Interface Services (FDL/User Interface Services)
used by the Layer 7 (Application Layer APP) immediately above. Finally the man-
agement of the Layers 1 and 2 (FMA1/2), including the user services, is covered
(cf. Fig. 1).

In order to achieve high efficiency and throughput as well as low hardware and
software costs the Layers 3 to 6 (Network, Transport, Session, Presentation) are
left empty. A few relevant functionalities of these layers are realised in
Layer 2 or in Layer 7.

The Application Layer functionalities (APP) and the related management (FMA7)
are specified in Part 5, 6 and 7 of this specification.

It is intended to specify different Physical Layers to meet the requirements of
various applications. All present and future variants use the same common Medium
Access Control protocol and transmission protocol (formats, procedures), and
they have a common interface to the Application Layer, including the related
services.

The version 1 Physical Layer uses the US standard EIA RS-485. Further versions
are to be specified in the future.

The octet (character) format is the UART format FT 1.2 (asynchronous transmis-
sion with start-stop synchronization) for Telecontrol Equipment and Systems,
which is specified in IEC 870-5-1.

The transmission protocol definitions are close to the standard IEC 870-5-2,
specified by IEC TC 57.

The Medium Access Control protocol, the data transfer services and the manage-
ment services are guided by the standards DIN 19 241-2, IEC 955(PROWAY C), I1ISO
8802-2 and ISO/IEC JTC 1/SC 6N 4960 (LLC type 1 and LLC type 3). The complete
protocol takes into consideration the high data integrity requirements of
process data transmission.

Appendix A explains possible structures of repeaters and fieldbus devices as
well as a topology with a single master station serving several fieldbus lines.

Some guidelines on a redundant central control unit and a bus analyser/
diagnostic unit are added. Finally the data transfer rate and the system
reaction time is calculated for an example.

O Copyright by PNO 1997 - all rights reserved

Page 26



PROFIBUS-Specification-Normative-Parts-2:1997

PROFIBUS User

+ + +
Layer ! Application, App ! FMA7 | Part6and?7
7 ! ! !
Layer ! Presentation "Null" ! !
6 ! ! !
e L L LR + |
Layer ! Session  "Null" ! !
5 ! ! !
Fomommm - + "Null" !
Layer ! Transport "Null" ! !
4 ! ! !
Fomm o + |
Layer ! Network  "Null" ! !
3 ! ! !
FDL-User FMA1/2 User
+ + + <-- clause 4 \
! Interface Services ! M <-l---- clause 5 +---- Part 3
Layer ! A !
2 I Medium Access Control ! N ! <--d-mommmmommeeee Part 4
! Transmission Protocol! AM ! <-- /
! (FDL) I GE!
+ + EN !<--clause 4.2\
Layer ! T !
1 ! Physical Layer (PHY) ! I <--clause 4.1!
! I(FMA1/2)! >- Part 2
+ +---+ + + |
+ + !
"Layer 0" Transmission Medium <--clause 4.1/

FMA7 : Fieldbus Management Layer 7
FMA1/2: Fieldbus Management Layers 1 and 2
FDL : Fieldbus Data Link

PHY : Physical

Figure 1. ISO Layer Model

4 Data Transmission (Physical Media, Physical Layer)

In order to cover a variety of requirements regarding topology, line length,
number of stations, data transfer rate and protection against environmental
influences, several Physical Layer versions are supported:

Version 1:

NRZ bit encoding is combined with EIA RS-485 signalling, targeted to low cost
line couplers, which may or may not isolate the station from the line (galvanic
isolation); line terminators are required, especially for higher date rates (up

to 1500 kbit/s).

Version 2:

Flexible topology, covering a large area (tree topology), line couplers which
consume less power and which reduce the influence of defective stations on bus
operation, power transmission via the signal conductors, explosive atmosphere
protection (Intrinsic Safety) and improved electromagnetic compatibility, a
Physical Layer conform to IEC 1158-2.

O Copyright by PNO 1997 - all rights reserved

Page 27



Page 28

PROFIBUS-Specification-Normative-Parts-2:1997

The future versions shall be based on the Layer 1/Layer 2 interface described in
clause 4.2, which includes definitions of the service primitives and the related
parameters as well as the recommendations concerning encoding and signalling.

41 Version 1

The version 1 specifications describe a balanced line transmission corresponding
to the US standard EIA RS-485 (EIA: Electronic Industries Association; RS-485:
Standard for electrical characteristics of generators and receivers for use in
balanced digital multipoint systems). Terminators, located at both ends of the
twisted pair cable, enable the version 1 Physical Layer to support in particular
higher speed transmission. The maximum cable length is 1,2 km for data rates
93,75 kbit/s. For 1500 kbit/s the maximum length is reduced to 70/200 m for
Type B/A cable (see subclause "Bus Cable").

411 Electrical Characteristics

- Topology

- Medium
- Line Length
- Number of stations

- Data rates

- Transceiver chip

Linear bus, terminated at both ends, stubs

branches;

In contrast to the EIA RS-485 recommendations it is
good practice to allow longer stubs, if the total of

the capacities of all stubs (Cstges) does not exceed
the following values:

Cstges
Cstges
Cstges
Cstges
Cstges
It shall be

< 0,2 nF @ 1500 kbit/s

<0,6 nF @ 500 kbit/s

<1,5nF @ 187,5 kbit/s

<3,0nF @ 93,75 kbhit/s

< 15nF @ 9,6 and 19,2 kbit/s

taken into consideration that the total

line length includes the sum of the stub lengths.

Shielded Twisted Pair, see subclause "Bus Cable"

<1200 m, depending on the data rate and cable type

32 (master stations, slave stations or repeaters)

96 / 19,2 / 93,75 / 187,5 / 500/ 1500 kbit/s,
additionally higher data rates can be supported.

e.g. SN 75176A, DS3695 or others

The line length and number of connected stations may be increased by using
repeaters (bidirectional amplifiers, cf. annex 2-A.1). A maximum of 3 repeaters

between two stations is permissible. If the data rate is

< 93,75 kbit/s and if

the linked sections form a chain (linear bus topology, no active star) the maxi-
mum permissible topology assuming wire size 0,22 mm 2 (24 AWG, American

Gauge) is as follows:
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1 repeater : 2,4 km and 62 stations
2 repeaters: 3,6 km and 92 stations (cf. Fig. below)

3 repeaters: 4,8 km and 122 stations

Section 1 maximum 31 Stations + 1 Repeater

Ri ------- + + + +---R t
! ! ! !
Fott -t o+ !
IM/SE IM/SE - - - IM/S! ==+==
P — +---+ IREP!

!
Section 2 maximum 30 Stations + 2 Repeaters !

Rp -+ + + ++--R t
! ! ! !
! +-+-+ +-+-+ +-4-+
==+== M/S! - - IM/S! IM/S!
IREP! +---+ +---+ +-—+

==+4==
!
I Section 3 maximum 31 Stations + 1 Repeater

R; -+ + + +--R t
! ! !
+-+-+ +-+-+ +-+-+
IM/ST - - - - IM/S! IM/S!
E— E— +--t

M/S Master/Slave Station
REP Repeater
Ry Bus Terminator

Figure 2. Repeater in Linear Bus Topology

In a tree topology more than 3 repeaters may be used and more than 122 stations

may be connected, e.g. 5 repeaters and 127 stations. A large area may be covered

by this topology, e.g. 4,8 km length and data rate < 93,75 kbit/s with wire size
0,22 mm 2.
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+-—+ S —
IM/S! IM/S!
+-+-+ +-+-+
I Section 1 Section 2 !
L e +--R t R t mmmmm—m—ee- +--R t
max. 31 Stn ! I max. 31 Stn
==+4== =—=+4==
IREP! IREP!
==+4== =—=+4==
I Section3 !
R t B e e et e e +--R t
! I max.28 Stn !
==+4== ==+4== +-4-+
IREP! IREP! IM/S!
==4== ==4== +aeat
Section4 ! !
T + R t -+
I max. 31 Stn ! I+t
-+ R t +----IM/S!
IM/S! I+t
L 1
Section 5!
max. 30 Stn !
1
!
R t -+
I
Total number of ==+==
Stations on all IREP!
Sections: 127 ==+==
I Section 6
Fommmm e +--R t
' max. 31 Stn !
R t +-+-+
IM/S!
E—

M/S Master/Slave Station
REP Repeater

Bus Terminator
Stn Stations

Figure 3. Repeater in Tree Topology

4.1.2 Connector Technique, Mechanical and Electrical Specifications

41.2.1 Bus Connector

Each station is connected to the medium via a 9-pin D-sub connector. The female
side of the connector is located in the station, while the male side is mounted
to the bus cable.

The mechanical and electrical characteristics are specified in IEC 807-3.

Preferably a metal connector housing should be used. When put together both
parts of the connector should be fixed by conducting screws.

The connection between the cable sections and the stations should be realised as
T-connectors, containing three 9-pin D-sub connectors (two male connectors and
one female connector). Such T-connectors allow disconnection or replacement of
stations without cutting the cable and without interrupting operation (on line
disconnection).
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The pin assignments for the connectors are shown in Table 1.

Table 1.  Contact designations

IPin 1 RS-485! Signal I Meaning !
INo !Ref. ! Name ! !

+ + + + +
11! ! SHIELD 2)! Shield, Protective Ground !

% 2 :! :! M24V : 2) ! Minus 24V O:utputVoltage !

i 3 ! . B/B'- ! RxD/TxD-P. ! Receive/Transmit-Data-P
i 4 :! :! CNTR—I%’ 2) ! Control-P : !

! 51 CcIC ! DGND ! Data Ground

E 6 :! :! VP il)!VoItage-Plus : !

E 7 ;! ;! P24V ;2)!P|us 24VOut;putVoItage !

i 8 ! . A/A'- ! RxD/TxD-N- ! Receive/Transmit-Data-N
i 9 !! !! CNTR-I{I 2) ! Control-N ! !

!+ ! + ! + ! + ! +

1 1) Signal is only necessary at station at end of the bus cable!
1 2) Signals are optional !

+
t

RxD/
TxD-P DGND
12345

Figure 4. Connector pinout, front view of male and back view of female

respetively.

The Data Ground, connected to pin 5, and the Voltage Plus, connected to pin 6,
supply the Bus Terminator (cf. subclause 4.1.2.5).

The control signals, connected to pin 4 and pin 9, support direction control

when repeaters without self control capability are used. RS-485 signalling is
recommended. For simple devices the signal CNTR-P may be a TTL signal (1 TTL
load) and the signal CNTR-N may be grounded (DGND). The definition of signalling

is not subject of this specification.

The 24V output voltage, according to IEC 1131-2, allows the connection of
operator panels or service devices without integrated power supply. If a device
offers P24V this P24V shall allow a current load up to 100 mA.
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4.1.2.3 Bus Cable

The PROFIBUS (version 1) medium is a shielded twisted pair cable. The shield
helps to improve the electromagnetic compatibility (EMC). Unshielded twisted
pair may be used, if there is no severe electromagnetic interference (EMI).

The characteristic impedance of the cable shall be in the range between 100 and

220 Q, the cable capacity (conductor - conductor) should be < 60 pF/m and the

conductor cross sectional area should be >0,22 mm 2 (24 AWG). Cable selection
criteria are included in the appendix of the US standard EIA RS-485.

Two types of cables are defined:

Table 2. Cable specifications

ICable Parameter !  Type A ! Type B !

lImpedance 1135 to 165 Q 1100 to 130 Q !
! ! (f=3to 20 MHz) I(f > 100kHz) !
ICapacity 1 <30 pF/m 1< 60 pF/m !

IResistance <110 Q/km I- !
IConductor area ! >0,34mm 2 (22AWG) | 20,22 mm 2 (24 AWG) !

+ +
t t

The following table shows the maximum length of cable Type A and cable Type B
for the different transmission speeds.

Table 1. Cable length for the different transmission speeds

[ ——— S m— E — L — £ — £ — S Sm— +
I Baud rate ! ! ! ! ! ! !
I [kbit/s] !9.6 !19.2 193.75!187.5!500 ! 1500 !

+
t

I Cable Type Al ! ! ! [

I Lengthin m ! 1200 !1200 !1200 ! 1000 !400 ! 200 !
S — R R S— S — SR S +
ICable TypeB! ! | 1 1 1 1

I Lengthin m 11200 ! 1200 ! 1200 ! 600 !200 ! 70 !

+ +
t t

The dependency of the permissible data rate upon the network expanse (maximum
distance between two stations) is shown in Fig. 2-A.1 of the US standard EIA RS-
422-A (also included in DIN 66 259 and CCITT V.11).

Note: The recommendations concerning the line length presume a maximum signal
attenuation of 6 dB. Experience shows that the distances may be doubled if
conductors with an area >0,5mm 2 (20 AWG) are used.

The minimum wiring between two stations is shown in Fig. 5.
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Controller 1 Controller 2
RXD/TXD-P 3 0----------=m--m--m-- 03 RxD/TxD-P
DGND 50 o5 DGND
RXD/TXD-N 8 0-----------==-----—- 08 RxD/TxD-N
o e e e e +
! Shield !
Protective --+-- --+-- Protective
Ground - --- Ground

NOTE: Inversion of the two wires is not allowed!

Figure 5. Interconnecting Wiring

The wiring shown in Fig. 5 allows a common mode voltage between both stations
(i.e. the voltage difference between the Protective Grounds) of at most + 7 V.

If a higher common mode voltage is expected, a compensation conductor between
the grounding points shall be installed.

41.2.4 Grounding, Shielding

If a shielded twisted pair cable is used it is recommended to connect the shield

to the Protective Ground at both ends of the cable via low impedance (i.e. low
inductance) connections. This is necessary to achieve a reasonable electromag-
netic compatibility.

Preferably the connections between the cable shield and the Protective Ground
(e.g. the metallic station housing) should be made via the metallic housings and
the metallic fixing screws of the sub-D connectors. If this is not possible the

pin 1 of the connectors may be used.

Grounding and shielding shall be according to DIN/VDE 0160 and DIN 57 899/
VDE 0800.

4.1.2.5 Bus Terminator

The bus cable Type "A" and "B" shall be terminated at both ends with R

respectively R tg - The termination resistor R t specified in EIA-RS-485 shall be
complemented by a pulldown resistor R d (connected to Data Ground DGND) and by a
pullup resistor R u (connected to Voltage-Plus VP). This supplement forces the

differential mode voltage (i.e. the voltage between the conductors) to a well
defined value when no station is transmitting (during the idle periods).

Each station which is destined to terminate the line (in common with a Bus Ter-
minator) shall make Voltage-Plus (e.g. + 5V £ 5%) available at pin 6 of the bus
connector.
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VP (6) 0------ +
!
+++
'R u=39% Q
+++
|

RXD/TXD-P (3) 0---—+
|

+++ R A =220 Q

Il resp.
+++ R tg =150 Q

+++

'R d=3% Q
+++
I

DGND (5) 0~

Figure 6. Bus Terminator

Assuming a power supply voltage of + 5 V = 5% the following resistor values are
recommended:

Ria =220 Q£ 2%, min. 1/4 W;
R =150 Q + 2%, min. 1/4 W;
Ru=R =390 Q+2%, min. 1/4 W

The power source supplying pin 6 (VP) shall be able to deliver a current of at
least 10 mA within the specified voltage tolerances.

A mixture of both cable types and cable termination resistors as described above

is allowed for a PROFIBUS System. However, the maximum line length has to be
reduced up to the half of the above fixed values if line termination and line
impedance do not match.

4.1.3 Transmission Method

4131 Bit Encoding

In the version 1 of the Physical Layer of the PROFIBUS Specification NRZ (Non
Return to Zero) coded data is transmitted via a twisted cable. A binary "1" is
represented by a constant positive differential voltage between pin 3 (RxD/TxD-
P) and pin 8 (RxD/TxD-N) of the bus connector, a binary "0" by a constant
negative differential voltage.

4.1.3.2 Transceiver Control

When a station is not transmitting the transmitter output shall be disabled, it
shall present a high impedance to the line. Preferably this should be controlled
by the "Request to Send" signal (RTS, cf. clause 4.2). During the idle periods,
i.e. when no data is transmitted by any station, the line signal shall represent

a binary "1". Therefore the Bus Terminator shall force the differential voltage
between the connector pins 3 and 8 to be positive when all transmitters are dis-
abled. The line receivers shall always be enabled, therefore during idle the
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binary signal "1" is received by every station (cf. Part 4, subclause 4.1.7, Syn
time).

4.2 Interface between Physical Layer (PHY) and Medium Access and Transmission
Protocol (FDL)

+ + +
! ! !
! ! !
Layer 2 ! FDL ! !
! ! !
! I FMAL/2!
___________ + + |
1 1 1
Layer 1 ! PHY ! !
| 1 1
+ +
"Layer 0" Physical Medium

Figure 7. Interface between PHY and FDL in Relation to Layer Model

This clause includes an abstract description of the PHY data service. The
service is provided by the PHY Layer to the FDL Layer. It supports reception and
transmission of bits (FDL symbols) which are elements of an UART character (cf.
Part 4, subclause 4.5.1). Each FDL symbol is of duration one bit time t

Part 4, subclause 4.1.7).

The interface description does not specify or constrain the implementation
within a fieldbus entity.

4.2.1 Overview of the Interaction

The PHY data service includes two service primitives. A request primitive is
used to request a service by the FDL controller; an indication primitive is used

to indicate a reception to the FDL controller. The names of the respective
primitives are as follows:

PHY_DATA.request
PHY_DATA.indication

Temporal relationship of the primitives:

station station
1 n
! !
PHY_DATA.req ! !

------------------ >l- !

! - _ | PHY_DATA.ind

! - >
req request ! !
ind indication ! !

Figure 8. PHY Data Service
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4.2.2 Detailed Specification of the Service and Interaction

This subclause describes in detail the service primitives and the related
parameters in an abstract way. The parameters contain information needed by the
Physical Layer entity.

Parameters of the primitives:

PHY_DATA.request
(FDL_symbol)

- The parameter FDL_symbol shall have one of the following values:

a) ZERO corresponds to a binary "0"
b) ONE corresponds to a binary "1"
c) SILENCE disables the transmitter when no valid FDL symbol is to

be transmitted

The PHY_DATA.request primitive is passed from the FDL Layer to the PHY Layer to
request that the given symbol shall be sent to the fieldbus medium.

The reception of this primitive causes the PHY Layer to attempt encoding and
transmission of the FDL symbol using signalling according to the related PHY
Layer specifications (e.g. according to version 1, clause 4.1).

The PHY_DATA.request is a timed request, which may only be made once per FDL
symbol period (t BIT)- The PHY Layer may confirm this primitive with a locally
defined confirmation primitive.

PHY_DATA.indication
(FDL_symbol)

- The parameter FDL_symbol shall have one of the following values:
a) ZERO corresponds to a binary "0"
b) ONE corresponds to a binary "1"

The PHY_DATA.indication primitive is passed from the PHY Layer to the FDL Layer
to indicate that a FDL symbol was received from the fieldbus medium. The effect
of receipt of this primitive by the FDL Layer is not specified.

The PHY_DATA.indication is a timed indication, which may be made only once per
received FDL symbol period (t BIT)-

4.2.3 Electrical Requirements and Encoding

The physical characteristics of the interface between PHY and FDL Layer
(connector type, pin assignment, driver and receiver characteristics etc.) are

not specified. Experience shows that at least the following three signals are
required: Transmitted Data (TxD), Received Data (RxD) and Transmitter Enable
(Request to Send, RTS). An example of signal encoding is as follows:
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PHY transmit encoding

parameter values RTS
ZERO 0 1
ONE 1 1
SILENCE X 0
X: irrelevant

PHY_DATA.indication PHY receive encoding

parameter values RxD
ZERO 0
ONE 1

The FDL Layer generates its own time frame (FDL symbol period, UART clock). Con-
sequently no time information (transmit/receive clock) is needed from the PHY
Layer.

For certain implementations it may be useful to pass time information from the
PHY Layer to the FDL Layer or vice versa. Furthermore an additional control sig-
nal passed from the FDL Layer to the PHY Layer may be advisable: the Clear to
Send (CTS).

Both functions are not included in the interface specifications. If required
they shall be locally defined.

4.3 Redundancy of Physical Layer and Media (optional)

The use of redundant PHY Layers is supported to improve the reliability of the
fieldbus. When implemented, the redundant PHY Layer contains two separately in-
stalled media (bus a and bus b) and two complete transceivers (transmitter &
receiver) per station. The redundancy architecture is shown in Fig. 9.

+ +
Communications !
Microprocessor !

I

+-/ -+ UART Controller. !
!
R R R S — S — +
RxD-a® "~ RxD-b v TxD

!

!

! !

I LSS! !
!

!

|
|
|
|
|
|

[ S —— V--+ [ S, S— V--+
I Transceiver ! ! Transceiver !

Figure 9. Redundancy of Physical Layer and Media
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The basic principle, shown in Fig. 9, assumes that data is sent out simultane-
ously by both transceivers onto both media (Bus a and Bus b). In contrast to
this each station receives from only one medium (either Bus a or Bus b). The
receive channel is selected by a Line Selector Switch (LSS), which is located
between both transceivers and the UART controller, or - if two UART controllers

are used - between the UART controllers and the Communications Microprocessor.
The Line Selector Switch is completely controlled by the FDL Layer. For this the
Communications Microprocessor of each station monitors the medium activity, in-
dependently of any other station. The main switching conditions for masters and
slaves are as follows:

- Two or more successive invalid frames are received, i.e. UART characters with
invalid format, invalid parity bit or invalid frame check sequence are

Page 38

detected.

- Time out timer T Toexpires, cf. Part 4, subclause 4.1.7.

- No minimum idle period (i.e. line idle for at least T SYN Wwas detected during
one Synchronization Interval Time T SYNI, cf. Part 4, subclause 4.1.7.

The selected receive channel a (primary) or b (alternate) is notified to the
Fieldbus Management (FMA1/2, cf. Part 3, clause 4.2). The Fieldbus Management
then provides this information to the local user via the FMA1/2 interface. There

is no preferred receive channel after the system initialization is finished.
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Annex 2-A (informative)

Examples of Realizations

2-A. 1 Repeater
Two fundamental repeater structures are realizable:

The remotel y controlle d and the self-controlled repeater. For the remotely con-

trolled repeater in the ground state there is a preferred direction of th e sig-
nal transfer: it shall always point from the upmost line to the lines beneath.
If a station or a line beneath sends a messag e then it shal | revers e the direc-

tio n of the signal transfer of the repeater before the beginning of the trans-

missio n and thereafte r restor e the original condition. In general this means

that each line beneath needs in addition a control bus lin e (CNTR: control ; wire
pair) . The circui t expens e of the repeater totals three receiver (R) and three

transmitter (T) devices (see Fig. below).

[ — +
I Station !
[ e — +
Bus |
Line 1 + omeeee R
1 1
! ACNTR B omeet
+ ! -+ | Station !
L +oemmnen + RS-485 | | [ —— +
[ ! [
Ittt + + 1
I IT+R+ ++ ++ |
Il o+ +  — + T+ + T+ |
Pre- | + I deebt et |
ferred! ! ! [ I R
Direc-! ! SR J— <----+ | Repeater
tion ! ! ! ! 11
[ L + + !
' 1 +To——+ ++ ++ !
ol ++ +R+ +R+ !
v I+ +ot-t et |

|| 4oeeecboeeet RS-485 | |

+
+

! ACNTR
Bus ! !
Line 2 ----4------- + ! +
! ! !
RTSBUS--!-+---nmmmnun- e led-m-
I ACNTR I ACNTR
L 1
E I - E I -
| Station ! | Station !
D R + R +
Figure 2-A.1 Remotely Controlled Repeater
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For the self-controlled repeater in the groun d stat e both bus line s are
ers. A signal transfer happens only upon arrival of a start bit edge in th

responding direction. A priority circuit resolves conflicts if a start bit edge

is received simultaneously from both sides. The detection of the end of

and then the reset into the ground state is carried out by a signal idl

watchdog (idle binary "1") o f = 11 bits The circuit expense of the repeater
comprise s two receive r and transmitter devices each and one direction control

with priority and idle time control (see Fig. below). The idl e time

depends on the data signalling rate, and is set to b e 211 -t gjt -

R — +
| Station !
[ — S — +
Bus |
Line 1 + oo
! 1
! R S — +
+ ! + | Station !
e Fommmmmneaan + SO +
[ RS-485 ol
o+ +oatt |
P+ + +R+ !
L B B + ++ |

Vo et et + !

Basic ! ! ! Direction! ! !
Direc-! +-->---+ Control +---<--+ | Repeater
ton ! ! I (TTL) ! ! !
Al et et |
I+ + B — S+ T+ |
I | +R+ +4
[ O s + !
bl RS-485 Il
[ R +
+ | +
1
Bus !
Line 2 ------ + + +
] |
B — S + B S +
| Station ! | Station !
[ + [ S ——— +

Figure 2-A.2 Self-Controlled Repeater
A tempora | regeneration of the bit phases is not provided for either repeater
version Therefor e th e maximum number of successive repeaters is limited to
three.

2-A. 2 Structures of PROFIBUS Controllers

The PROFIBWS Controlle r (PBC) establishes the connection of a field automation
unit (control or central processing station) o ra fiel
sion medium. The PBC consists o f the lin e transmitter/receive r
th e frame character transmitter/receiver (UART) and the FDL/APP processor with
the interface to the PROFIBUS user. An electrical isolation ma

between the RS-485 transceiver and the UART with optical couplers as well as
with other transmission techniques between th e transmissio

ceiver, e.g. with transmitters (see Fig. below).

y be
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PBC

Medium

Figure 2-A.3

For the adaption to the different field automation units an

thre e variant s of the

distinctly in expense (see Fig.
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PROFIBUS User:
Control Station

(Central Processing)
or Field Device

[ — | ——— +
loemeem . +1
I User Il
Il Interface !!
' FDL/APP Il
' Processor !l
| —— S +1
loemeem . +1
I UART Il

loemeem . +1
| — L — +1
II' Transceiver !!
11 (electrical !!
Il isolation) !!
| S— L — +1
oo lommmee +

!

!

+

PROFIBUS Controller (PBC)

PROFIBUS Controller (Controller_type) are used that differ
below):

Field Device or Field Device or Field Device, if
Control Station Control Station free Capacity of
with =500 kbit/s with < 500 kbit/s UART and Processor
with < 200 kbit/s
] ] ]
! ! !
IPI IPI 1SI
L — omen + [ [
IDP-RAM/DMA ! ! !
L — omen + [ [
— S — + ! !
I P with ! oot t !
I ROM/RAM ! A IDP-RAM/DMA ! B ! C
I'INT/TIMER ! T — !
[T S ot !
TR — 11 Chip MC! !
I UART ! I with UART ! !
[ — R + [ —  — + !
1 | |
+ +
!
[ L +
I Transceiver !
I(elec. isolation)!
N— S +
]
!
Medium +
Where: PI Parallel Interface
Sl Serial Interface
DP-RAM Dual Port RAM
DMA Direct Memory Access
Figure 2-A.4 Variants of PBC (Controller_type)
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A: For dat a signallin g rates at, or in future also above, 500 kbit/s a suitable
microprocesso r (e.g . 80186) with adequate memory and peripheral devices
becomes necessary for the FDL/APP processor. The interface to the user is
realized preferably by a Dual Port RAM or a DMA.

B: For data signalling rates < 500 kbit/s single chip microprocessors with UART
device (e.g. 80C51FA, V2 5 [uPD 70322]) are no w suitable . As above a Dual
Port RAM or DMA is preferred for the user interface.

C The minimu m expens e result s from shifting the FDL/APP protocol into the
device CPU. For this a UART interfac e shal | be fre e and fre e capacit y in the
devic e processo r shal | be available for the FDL/APP protocol. Often the
obtainable data signalling rate is not above 200 kbit/s.

2-A. 3 System with several Bus Lines to one Control Station

The division in several self-sufficient bus line s offer s an alternativ e for pure
master - slav e systems , whic h need more than 32 stations in each system, and

which cannot employ repeaters. These lines are operated in time multiplexing by

one master statio n or in parallel with one master station each. For a layout of

e.g. four lines according to version 1 , 125 station s are permissibl e altogether.
With regard to simplicity, availability and reaction time suc ha layou t is espe-
cial y favourable . In case of breakdown of one line the remaining stations are

able to communicate with the control station, whereas for a singl e lin e all

stations would be inaccessible.

Dependin g on th e dat a signalling rate of the individual lines two structures

exis t that differ in expense. For up to about 200 kbit/s, a bus controller of

PBC Type A as master station is able today t 0 suppor t4 UAR device s and there-
fore manage four bus lines, see following Figure:

I Control Station !
! (Central Processing) !
!

I Master Station !
[  — SR S — +
IUART1IUART2!IUART3!UART4!
B R STt [T R R S
[
[
[
[
Bus1! Bus2! Bus3! Bus4!

Figure 2-A.5 Several Buses controlled by one Master (PBC)

For dat a signallin g rate s above 200 kbit/s a separate bus controller as master

station for each line becomes necessary. The number o f buses possibl e depends on
th e capabilt y of the contro | station, because it shall coordinate the masters

(see Fig. below).
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Control Station !
(Central Processing) !
!

T i

+ + +

I Master ! I Master !

| Station ! ... ! Station !

1! ' n |

- t -
| |
| s |
| |

Bus 1! Busn!

Figure 2-A.6 Several PBCs in one Control Station

2-A. 4 Redundant Control Station

Redundancy of the complete control station is required to increase th e avail-
ability of systems with only one maste r statio n (maste r- slav e system) . Merely
a double d bus controlle r would not provide the necessary availability to the

contro | statio n in case of power failure. The basic layout may be with or with-

out redundant transmission techniques (see Fig. below):

+ + +. +
t t 1 t

! Control Station 1 ! ! Control Station 2 !
I (Central ! Direct ! (Central !
I Processing)  !<-------- >l Processing) !
! ! Coupling ! !
+ + + +
I Master Station 1 ! I Master Station 2 !
[ — S — E — + [ — S — B — +
| : | :
| |
| |
Busa ------- +-eee +-eee
(BUS D) e L
Figure 2-A.7 Redundant Control Station
In the above concept always only one control station is active, while th e other
is waiting in updated condition (hot standby). By means o f activit y control
(time-out ) of the bus lines the standby station is able to independently take
over the control function upon failure o f the contro | station . For thi s purpose
it shall hold a current data record, which is exchanged between the unit s pref-
erably by direct coupling. At system start-up the active contro | statio n is

determined by prioritization.

2-A. 5 Bus Analysis/Diagnostic Unit (Bus Monitor)

During start-up, maintenance and in case of failure a control statio nis able to
perfor m operationa | test s only to a limited extent. Extensive statements about
the state of the PROFIBUS System are possible onl y wit h an additiona | ana-
lyse/diagnosti ¢ devic e (bus monitor) which may be connected to the bus at any

place in the field. This unit has three operating modes:

O Copyright by PNO 1997 - all rights reserved



Page 44
PROFIBUS-Specification-Normative-Parts-2:1997

analysis mode
- diagnostic mode
- control station mode (standard mode PHY/FDL/APP)

In analysis mode events are acquired and analyzed on the PROFIBUS in certain
tim e interval s and accordin g to different criteria. The device operates purely
passively as a monitor of all messages and does not influence the bus operation.

The diagnosti ¢ mode serves to detect and localize errors, to determine the

system configuration and system state and to provide a lucid displa y of the
acquire d and analyze d statio n and error conditions. The diagnostic mode requires

th e transmissio n of dedicate d messages and the triggering of certain actions

such as special error states, bus load or the self tes t in the other stations.
This mode is only permissible for the master station.

In control station mode the central processing function is performed It o is
essentia | for the retentio n of bus operation after shut-down or failure of the

activ e contro | station . The centra | control function may be taken over thereby

to a limited extent only (see conditions for redundant control stations) . The
control station mode may also be used for the stepwise start-up of ne w stations

in the PROFIBUS System.

The Figure below shows roughly the layou t of such an analysis/diagnosti ¢ device.
A standar d PROFIBUS coupling for master stations is used (Typ e A), with an
analysis/diagnosti c computer (e.g . PO coupled to the user interface. A standard

keyboar d wit h scree n serve s to operate and display PROFIBUS functions and

states. This computer has a standard serial interface (CCITT V.24 , TTY) for
logging system conditions.

i !Screeﬁ! !
+ + !
SI! Analysis / <----->-----m---- +
V.24/TTY <----> Diagnostic !
(Printer) ! Computer ! +-----m--m- +

! PROFIBUS !
! Controller !

| Master !

I Station !

! < 1,5 Mbit/s!

Where:

S| Serial Interface
PI Parallel Interface

Figure 2-A.8 Bus Analysis/Diagnostic Unit
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2-A. 6 Performance of Message Rate, System Reaction Time and Token Rotation Time

The message rate R gysin the system corresponds to the possible number of mes-

sage cycle s per second (see Par t 4, clause 4.2, formul a (23)). The maximum
system reaction time (also called station or bus reques t time) for cyclic
send/reques t (poling ) fro m one master station to n slave stations is computed

from the message cycle time and the number of slave station s (se e Part 4, clause

4.2, formula (24)).

For the following example calculation the times T ar e converte d int ot (seconds)
and set as follows:

tspr=0,5ms, t ID =1 ms (ort SYN + t g if > 1 ms) and DATA_UNIT = 2, 10, 50
octet , assumin g np = 30 slave stations. The request frame is in each case with-

out DATA _UNIT (se e Part 4, subclause 4.6.1A), while the response frame has a
variable DATA_UNIT (see Part 4, subclause 4.6.3B).

The formula s (22) , (23) and (24) described in Par t 4, claus e 4.2 yield the
values listed in the table below for message cycle time, messag e rat e and system
reactio n time versu s data signalling rate, DATA UNIT and number of slave

stations. Message repetition and the time T TD are not considered. Token transfer

time s ar e irrelevant, because there is only one master station in the system.
The values are rounded. See also Fig. 2-A.11 and Fig. 2-A.12.

Table 2-A.1
+ + +
! ! Data Signalling Rate [kbit/s] !
I DATA_UNIT! !
! 196! 19,2193,75!187,5! 500 ! 1500 !
+ + + + + + + +
! It mcIms] Time for One Message Cycle !
| |

! ! !
| 2octets! 24 1'12 135125119116
! ! ! ! ! ! ! !

!10octets! 33 117 1441 3 121117

! ! ! ! ! ! ! !

I500ctets! 79 ! 40 ! 92153 1293! 2 !

+ + + + R S [ — +
! IR sys(N/s] System Total Message Cycles/second!

! ! !

| 2o0ctets! 42 182 1287 ! 400 ! 535 ! 615 !

! ! ! ! ! ! ! !

110 octets! 30 ! 60 ! 226 ! 337 ! 488 | 594 !

! ! ! ! ! ! ! !

1500ctets! 12 ! 25 1 108 ! 188 ! 341 ! 506 !

+ + + + § RS T [ u— +
! It sRr[ms] System Reaction (Latency) Time !

! ! with 30 Slave Stations !

! ! ! ! ! ! ! !

| 2octets! 711 1 364 ! 105! 75! 56 | 49 !

! ! ! ! ! ! ! !

110 octets! 986 ! 502 ! 133 ! 89 ! 62 ! 51!

! ! ! ! ! ! ! !

150 octets! 24s! 1,2s! 276 ! 159 | 88 ! 60 !

+
1

Ina system with several master stations the system reaction time t SR depends
additionally on the real toke n rotatio n tim e tRR Fig. 2-A.13 shows the bounds

of t RR versus the number of master stations an d hig h priorit 'y messages for
93,75, 500 and 150 0 kbit/s. Message repetition and th e time Typ are not
considered. The computation is based upon th e toke n cycl e tim e TTc according to
Fig. 2-A.9 and the combined token and message cycle time T TC/MC according to
Fig. 2-A.10.
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Ao +
na IToken na !------ +
e + !
T | TF T ID
i [ — +
na+1 +---->IToken na+1!---+
[ — + |
!
Token Cycle Time T TC \Y
B >+

Trc=T T+T p; T TE=33bit

Figure 2-A.9 Cycle Time T TC

[ e + +ommme +

na+1 +--->ISend/Req.!---+ +--->IToken!
[ — + | [ R +
T | SIR T  SDR T ID
R — +
np +--->lAck./Resp.!---+
R —— +
T AR
Token + Message Cycle Time T TC/MC
+< >+

Treme =T TE+T I +T gR+T spR*T AIR+T ID

Figure 2-A.10 Cycle Time T TC/MC

Message Cycle:

Send/Request Data with Reply : Tg/R = 66 bit
Response with 10 octet DATA_UNIT: Ta/R = 209 bit
The following implementation dependent times were chosen:
Token Cycle: t ID =0,5ms

Token + Message Cycle . tip =05ms;t ID' =1ms;
t SprR=0,5 ms
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2 octe t DATA_UNIT: 1)
N/s 10 octe t DATA_UNIT: 2)
50 octe t DATA_UNIT: 3)

600 +

500 ~

10 20 100 200 500 1500 kbi t/s

Figure 2-A. 11 System Total Message Cycles R sSYS

ms
1500 +

30 p assive Statio ns:
1)t o 3)a s inFi gure 2-A.11

500 -

100 +
0 1 1 1 1 1
10 20 100 200 500 1500 Kkbit/s

Figure 2-A. 12 System Reaction Time t SR
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93, 75kbi t/s: 1)
5 00kbi t/s: 2)
15 00 kbi t/s:  3)

ms
10 octet DATA_WNIT
200 + -
na Message
Cycl es per
100 - 1) Token Rot a-
tion
50 + 2)
3) 1 Me ssage
Cycl e per
1 Token Rot a-
20 + ) tion
2)
10 + 3)
5 1
2 L
1 - 1 1 1 1 1 1 ;
2 5 10 15 20 25 30 32 ha
Nunber of
Master
St ations
Figure 2-A. 13 Real Token Rotation Time t RR
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PROFIBUS Specification - Normative Parts
Part 3

Data Link Layer Service Definition
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1 Scope

(see Part 2)

2 Normative References

(see Part 2)

3 General

(see Part 2)

4 PROFIBUS Layer 2 Interface

The following subsections abstractly describe the data transfer (FDL = Fieldbus

Data Link) and the management (FMA = Fieldbus Management) services of PROFIBUS.
The FDL services are made available to the user via Layer 2. The FMA1/2 services

are made available through the management (FMA1/2) associated with Layers 1 and

2. Neither the implementation of the controllers nor the hard-, firm- or soft-

ware interfaces are specified or prescribed.

4.1 FDL User - FDL Interface

This clause describes the data transfer services available to the FDL user with
their service primitives and their associated parameters. These services of the
FDL are optional.

FDL User
+ + +
| 1 1
! ! !
Layer 2 ! FDL ! !
! ! !
! I FMA1/2!
+ + !
! ! !
Layer 1 ! PHY ! !
! ! !
+ +
"Layer 0" Physical Medium

Figure 1. Interface between FDL User and FDL in Relation to Layer Model
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41.1 Overview of Services
The user of Layer 2 is provided with the following data transfer services:

- Send Data with Acknowledge (SDA)

- Send Data with No Acknowledge (SDN)

- Send and Request Data with Reply (SRD)

- Cyclic Send and Request Data with Reply (CSRD)

Send Data with Acknowledge (SDA)

This service allows a user of the FDL (Layer 2) in a master station (called
Local User in the following), to send user data (Link_service_data_unit, L_sdu)
to a single remote station. At the remote station the L_sdu, if received error-
free, is delivered by the FDL to the user (called Remote User in the following).
The Local User receives a confirmation concerning the receipt or non-receipt of
the user data. If an error occurred during the transfer, the FDL of the Local
User shall repeat the data transfer.

Send Data with No Acknowledge (SDN)

This service allows a Local User to transfer data (L_sdu) to a single remote
station, to many remote stations (Multicast), or to all remote stations (Broad-
cast) at the same time. The Local User receives a confirmation acknowledging the
end of the transfer, but not whether the data was duly received. At the remote
stations this L_sdu, if received error-free, is passed to the Remote User. There

is no confirmation, however, that such a transfer has taken place.

Send and Request Data with Reply (SRD)

This service allows a Local User to transfer data (L_sdu) to a single remote
station and at the same time to request data (L_sdu) that was made available by
the Remote User at an earlier time. At the remote station the received L_sdu, if
error-free, is passed to the Remote User. The service also allows a Local User
to request data from the Remote User without sending data (L_sdu = Null) to the
Remote User.

The Local User receives either the requested data or an indication that the data
was not available or a confirmation of the non-receipt of the transmitted data.
The first two reactions also confirm the receipt of the transferred data.

If an error occurs during the transfer, the FDL of the Local User repeats the
data transfer with the data request.

Cyclic Send and Request Data with Reply (CSRD)

This service allows a Local User to cyclically transfer data (L_sdu) to a remote
station and at the same time to request data from the remote station. At the re-
mote station the data received error-free is passed cyclically to the Remote
User. The service also allows a Local User to cyclically request data from the
Remote User without sending data to the Remote User.

The Local User cyclically receives either the requested data or an indication
that the data was not available or a confirmation of the non-receipt of the
transmitted data. The first two reactions also confirm the receipt of the trans-
ferred data.
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If an error occurs during the transfer, the FDL of the Local User repeats the
data transfer with the data request.

The selected remote stations and the number and sequence of the data transfers
with data requests for the cyclic mode shall be defined by the Local User in the
Poll List.

4.1.2 Overview of Interactions

The services are realized by using a number of service primitives (denoted by
FDL_...). To request a service the user employs a Request primitive. A Confirma-
tion primitive is returned to the user upon completion of a service, or in the
case of services with cyclic repetition, after every send/request cycle. If an
unexpected event occurs at the remote station, the Remote User is informed by an
Indication primitive. For the services mentioned above the following primitives

apply:

Possible for the
following stations

Send Data with Acknowledge (SDA)

FDL_DATA_ACK.request Master
FDL_DATA_ACK.indication Master and Slave
FDL_DATA_ACK.confirm Master
Send Data with No Acknowledge (SDN)
FDL_DATA.request Master
.indication Master and Slave
.confirm Master

Send and Request Data with Reply (SRD)

FDL_DATA_REPLY.request Master
.indication Master and Slave
.confirm Master
FDL_REPLY_UPDATE.request Master and Slave
.confirm -

Cyclic Send and Request Data with Reply (CSRD)

FDL_SEND_UPDATE. request Master
.confirm
FDL_CYC_DATA_REPLY. request Master
.confirm
FDL_CYC_ENTRY.request Master
.confirm -
FDL_CYC_DEACT.request Master
.confirm -t
FDL_DATA_REPLY.indication Master and Slave
FDL_REPLY_UPDATE.request Master and Slave
.confirm -t

confirm: confirmation
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Temporal Relationships of Service Primitives:
Notation in the following figures:

.req .request
.ind .indication
.con .confirmation

L_sdu Link_service_data_unit

L_pci Link_protocol_control_information
L_pdu Link_protocol_data_unit

L pdu L _pci+L_sdu

Master Master/Slave
Station Station
1 n
! !
FDL_DATA ACK.req ! !
—————————————————— >l - _(L_pdu) !
(L_sdu) ! - _ | FDL_DATA ACK.ind

Figure 2. SDA Service

Master Master/Slave

Station Station

1 2 3 4 n

! [
FDL_DATA.req ! (L_pdu)! I 1 I
-------------- >l-- [

FDL_DATAcon 1) | le>1 |
I | 1e>1 FDL_DATA.nd

Figure 3. SDN Service

Master Master/Slave
Station Station
1 n
! ! FDL_REPLY_UPDATE.req
! N D
! (! (L_sdu)
! !
! (! FDL_REPLY_UPDATE.con
! el >
FDL_DATA REPLY.req ! !
-------------------- >l - (L_pdu) !
(with/without L_sdu) ! - _ ! FDL_DATA_REPLY.ind
! e >
! _ - !(with/without L_sdu)
FDL_DATA_REPLY.con !_ -(L_pdu) !
e ! !
(L_sdu) ! !

Figure 4. SRD Service
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Master Master/Slave
Station Station
1 2
FDL_CYC_DATA_REPLY. req ! !

1) !
FDL_CYC_DATA_REPLY. con 1) !

! FDL_REPLY_UPDATE.req
FDL_CYC_ENTRY.req ! <

------------------- >I-- (!

(! FDL_REPLY_UPDATE.con
FDL_CYC_ ENTRY.con ! ) ->!

- !
- | FDL_DATA_REPLY.ind

FDL_CYC_ DATA REPLY con !_

! 3
! FDL_REPLY_UPDATE.req
FDL_CYC_| ENTRY req ! --l<
------------------- >l-- (!

(! FDL_REPLY_UPDATE.con
FDL_CYC_ ENTRY con !) ->!
1

FDL_CYC_| DATA REPLY con ! _
! | n

! FDL_REPLY_UPDATE.req
FDL_CYC_| ENTRY req ! <

___________________ >l-- !

(! FDL_REPLY_UPDATE.con
FDL_CYC_ ENTRY.con ! ) ->l

FDL_CYC_ DATA REF’LY con !_

Figure 5a. Start of CSRD Service
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\% \%
! !
Master Master/Slave
Station Station
1 2
! !
FDL_SEND_UPDATE.req ! a new Poll List Cycle
S >|--
| ) |
FDL_SEND_UPDATE.con ! ) !
e I<- ! FDL_REPLY_UPDATE.req
. [ [ ——

|

! !

! ( ! FDL_REPLY_UPDATE.con
| N T—— >

! !

- !

! | FDL_DATA_REPLY.ind

|

|

S T >
|
FDL_CYC_DATA_ REPLY con !_ - !
e
3
| FDL_REPLY_UPDATE.req
O D

!
(! FDL_REPLY_UPDATE.con
N >
!
- !
! FDL_DATA_REPLY.ind

e >
|
FDL_CYC_DATA | REPLY con !|_ - !
L ——
n
! FDL_REPLY_UPDATE.req
S

|
|
|
! !
! (! FDL_REPLY_UPDATE.con
1 N T — >

! !

- !

! _ | FDL_DATA_REPLY.ind

| -

FDL_CYC_DEACT.req ! !

................... >1-- |

| ) |
FDL_CYC_DEACT.con ! ) !
[ — I<-

Figure 5b. End of CSRD Service

4.1.3 Detailed Specification of Services and Interactions

4131 Send Data with Acknowledge (SDA)

The Local User prepares a Link_service_data_unit (L_sdu) for the Remote User
that contains transparent process information (e. g. data or commands) from the
PROFIBUS for the FDL and PHY. This data is passed to the local FDL controller
via the FDL interface by means of a FDL_DATA_ACK.request primitive.
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The FDL controller accepts the service request and tries to send the L_sdu to
the remote FDL controller (for the message format see Part 4, Table 3a, b7=1,
Code No 3/5). The local FDL controller passes a confirmation to the Local User
by means of the FDL_DATA_ACK.confirm primitive that signals either correct or
erroneous data transfer.

Prior to passing a confirmation to the Local User, the local FDL controller
needs an acknowledgement from the remote FDL controller (see Part 4, Table 3a,
b7=0, Code No 0/1/2/3 or SC = E5H). If this acknowledgement is not received
within the Slot Time T SL (see Part 4, subclause 4.1.7), the local FDL controller
shall try again (Retry) to send the L_sdu to the remote FDL. If no acknow-
ledgement is received after n retries (max_retry_limit), the local FDL control-

ler shall signal a negative acknowledgement to the Local User. During the trans-

fer of the data and the receipt of the associated acknowledgement, no other
traffic takes place on the PROFIBUS.

If the data frame was received error-free, the remote FDL controller passes the
L_sdu to the Remote User via the FDL user interface by means of a FDL_DATA_ACK.
indication primitive.

Parameters of the primitives:

FDL_DATA_ACK.request
(SSAP, DSAP, Rem_add, L_sdu, Serv_class)

- The parameter SSAP (Source Service Access Point) defines the service access
point of the Local User. The Local User Access Address (see Part 4, subclause
4.8.2.2) identifies the SSAP. The SSAP value 63 (Global Access Address) is
not permissible.

- The parameter DSAP (Destination Service Access Point) defines the service ac-
cess point of the Remote User. The Remote User Access Address (see Part 4,
subclause 4.8.2.2) identifies the DSAP.

PROFIBUS stations that do not carry LSAPs in the frames for efficiency reasons,
set both the parameters SSAP and DSAP to NIL; this means that the Default LSAP
is addressed (see Part 4, subclause 4.8.2.2).

- The parameter Rem_add (Remote_address) defines the FDL address of the remote
station (Destination Address DA, DAE[b7=1], as defined in Part 4, subclause
4.8.2). Rem_add needs to be an individual address. The global address is not
permissible.

- The parameter L_sdu (Link_service_data_unit) contains the user data that is
to be transferred by the FDL controller. The L_sdu contains 1 octet as the
minimum data unit, the maximum length is 246 octets. When using SSAP, DSAP
and Region/Segment Addresses, a maximum of 242 octets is possible.

- The parameter Serv_class defines the FDL priority for the data transfer. Two
priorities are possible (see Part 4, subclause 4.1.1.5 and Table 3a):

High Priority (high): Time-critical messages, such as alarms, synchroniza-
tion and coordination data.

Low Priority (low): Less urgent messages, such as process, diagnostic,
program data.
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This primitive is passed from the Local User to the local FDL controller to send

data using Send_Data_with_Acknowledge to a Remote User. Receipt of the primitive
results in the transmittal of the L_sdu by the local FDL controller employing

the SDA procedure. While processing a SDA Request (i. e. while waiting for the
acknowledgement) no further SDA or SDN or SRD shall be sent from the local FDL
controller.

FDL_DATA_ACK.indication
(SSAP, DSAP, Loc_add, Rem_add, L_sdu, Serv_class)

- The parameters SSAP and DSAP specify the Source and Destination Service Ac-
cess Point of the received SDA frame (see Part 4, subclause 4.8.2.2).

- The parameters Loc_add (Local_address) and Rem_add specify the source FDL ad-
dress (SA, SAE[b7=1]) and the destination FDL address (DA, DAE[b7=1]) of the
received SDA frame (see Part 4, subclause 4.8.2). The global address is not
permissible in either case.

- The parameter L_sdu contains the Local User data of the received SDA frame.

- The parameter Serv_class specifies the FDL priority of the received SDA
frame.

This primitive is passed from the remote FDL controller to the Remote User after
receipt of a SDA frame, if the acknowledgement frame was sent. The reaction of
the Remote User upon receipt of this primitive is not specified. In case of
repetition of the acknowledgement frame, caused by the receipt of a repetition
of the SDA frame, the Indication primitive shall not be repeated.

FDL_DATA_ACK.confirm
(SSAP, DSAP, Rem_add, Serv_class, L_status)

- The parameter SSAP specifies the service access point of the Local User. An
SSAP-value of 63 is not permissible.

- The parameter DSAP specifies the service access point of the Remote User.

- The parameter Rem_add specifies the destination FDL address (DA, DAE[b7=1])
of the SDA frame. The global address is not permissible.

- The parameter Serv_class specifies the FDL priority of the associated data
transfer.

- The parameter L_status indicates success or failure of the preceding SDA
request and whether a temporary or a permanent error exists. The following
parameter values are specified:
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Table 1. SDA, Values of L_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

I OK ! Positive acknowledgement, service finished! - !
! RR ! Negative acknowledgement, resources of the ! !
I I'remote FDL controller not available or not ! !

I I sufficient. ot !
I UE ! Negative acknowledgement, remote FDL User/ ! !
I 1 FDL interface error. I p !

I RS ! Service or Rem_add at remote LSAP or remote! !
I I LSAP not activated (see subclause 4.2.3.7).. p !
I LS ! Service at local LSAP or local LSAP not ! !

I lactivated. I p !

' LR ! Resources of the local FDL controller not ! !
I lavailable or not sufficient. ot !

I NA ! No or no plausible reaction (Ack. /Res) ! !
! 1from remote station. t !

I DS ! Local FDL/PHY controller not in Iog|cal ! !
I ltokenring or disconnected fromline. ! p !
1V I'Invalid parameters in request. o=
ot + +

This primitive is passed as an indication from the local FDL controller to the

Local User upon completion of the requested SDA service. The reaction of the
Local User upon receipt of this primitive is not specified. When L_status indi-

cates a temporary error, the Local User may assume that a subsequent repetition
may be successful. In case of a permanent error, management should be consulted
prior to repetition of the service. In case of the local errors LS, LR, DS and

IV no request frame is transmitted.

4.1.3.2 Send Data with No Acknowledge (SDN)

The Local User prepares a L_sdu for a single, for a group of, or for all Remote
Users. The L_sdu is passed to the local FDL controller via the FDL interface by
means of a FDL_DATA.request primitive. The FDL controller accepts the service
request and tries to send the data to the remote FDL controller requested, to
the group, or to all stations (see Part 4, Table 3a, b7=1, Code No 4/6).

The FDL controller returns a local confirmation of transmittal to the Local User
by means of a FDL_DATA.confirm primitive.

There is no guarantee of correct receipt at the remote FDL controllers, as nei-
ther acknowledgements are given nor local retries take place. Once the data is
sent it reaches all Remote Users at the same time (not taking into account sig-
nal propagation time). Each addressed remote FDL controller that has received
the data error-free passes it to the FDL user by means of a FDL_DATA.indication
primitive.

Parameters of the primitives:

FDL_DATA.request
(SSAP, DSAP, Rem_add, L_sdu, Serv_class)

- The parameters have the same meaning as described for SDA under the
FDL_DATA_ACK.request primitive. Exception: the global address (Broadcast/
Multicast message) is not permitted for Rem_add. For broadcast messages a
DSAP value of 63 shall be chosen. In case of multicast messages the selection
(group of stations) is performed by means of a dedicated DSAP.
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This primitive is passed from the Local User to the local FDL controller to send

data using Send_Data_with_No_ Acknowledge to a single, a group of, or all Remote
Users. Receipt of the primitive causes the local FDL controller to transmit the
L_sdu by means of the SDN procedure.

FDL_DATA.indication
(SSAP, DSAP, Loc_add, Rem_add, L_sdu, Serv_class)

- The parameters have the same meaning as described for SDA under the
FDL_DATA_ACK.indication primitive corresponding to the received SDN frame.
Exception: the global address is permitted for Rem_add.

This primitive is passed from the remote FDL controller to the Remote User after
receipt of a SDN frame. The reaction of the Remote User upon receipt of this
primitive is not specified.

FDL_DATA.confirm
(SSAP, DSAP, Rem_add, Serv_class, L_status)

- The parameters SSAP, DSAP, Rem_add and Serv_class have the same meaning as
described for SDA under the FDL_DATA_ACK.confirm primitive corresponding to
the SDN frame. Exception: the global address is permitted for Rem_add.

- The parameter L_status indicates local success or failure of the associated
SDN request. The following parameter values are specified:

Table 2. SDN, Values of L_status

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

I OK ! Transmission of data completed by local ! !
! I FDL/PHY controller. -

I LS ! Service in local LSAP or local LSAP not ! !
I lactivated. I p !

I LR ! Resources of the local FDL controller not ! !
I lavailable or not sufficient. ot !

I DS ! Local FDL/PHY controller not in logical ! !

I I'token ring or disconnected from line. ! p !
1V !'Invalid parameters in request. -

+ +. + +
t y y U

This primitive is passed from the local FDL controller to the Local User as an
indication upon completion of the requested SDN service. The reaction of the
Local User upon receipt of this primitive is not specified. When L_status indi-

cates a temporary error, the Local User may assume that a subsequent repetition
may be successful. In case of a permanent error, management should be consulted
prior to repetition of the service. In case of the local errors LS, LR, DS and

IV no request frame is transmitted.

4.1.3.3 Send and Request Data with Reply (SRD)

The Local User prepares a L_sdu for the Remote User. The data is passed to the
local FDL controller via the FDL interface by means of a FDL_DATA_ REPLY.request
primitive, requesting data from the Remote User at the same time. The FDL con-
troller accepts this combined service request and tries to send the L_sdu
together with a data request to the remote FDL controller (see Part 4, Table 3a,

b7=1, Code No 12/13). If no data is to be sent at the Local User's end, he may

use the service employing the same primitive as an exclusive data request.
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After receiving the data and request frame error-free, the remote FDL controller
immediately starts transmitting the requested data (see Part 4, Table 3a, b7=0,

Code No 8/10) that was previously provided by the Remote User by means of a
FDL_REPLY_ UPDATE.request primitive. In case of a FDL_REPLY_ UPDATE without a
corresponding SSAP or in case of an error, an acknowledgement is returned (see

Part 4, Table 3a, b7=0, Code No 1/2/3/9/12/13). The received L_sdu and the
information concerning the back-transmission is passed to the Remote User by
means of a FDL_DATA_REPLY. indication primitive via the FDL user interface. If

an answer or an acknowledgement is not received within the slot time T

local FDL controller shall repeat the data transmission and request. Between the

original data transmission and the requested answer no other traffic takes place

on the PROFIBUS. By means of a FDL_DATA_REPLY.confirm primitive the local FDL
controller signals to the Local User that the data was duly received by the

remote FDL controller and returns the requested data or an error message.

The Remote User is responsible for valid data in the remote FDL controller. By

means of a FDL_REPLY_UPDATE.request primitive the Remote FDL User may initiate
loading of this data. Upon completion of loading the data area the FDL control-

ler informs the FDL user by means of a FDL_REPLY_UPDATE.confirm primitive.

Parameters of the primitives:

FDL_DATA_REPLY.request
(SSAP, DSAP, Rem_add, L_sdu, Serv_class)

- The parameters SSAP, Rem_add, L_sdu and Serv_class have the same meaning as
described for SDA under the FDL_DATA_ACK.request primitive. The L_sdu may
have a length of zero.

- The parameter DSAP specifies the service access point for the requested data
area and the data to be sent (shared_data_area) as well as the Remote User
that receives the indication. A DSAP value of 63 (global access address) is
not permissible.

This primitive is passed from the Local User to the local FDL controller to send
data to a Remote User and to simultaneously request data from that user or to
exclusively request data. Receipt of this primitive by the local FDL controller
causes transmittal of the L_sdu with data request by means of the SRD procedure.
The L_sdu may have a length of zero.

During the processing of a SRD request (i. e. while waiting for a response or an
acknowledgement, respectively) no further service shall be sent from the local
FDL controller.

FDL_DATA_REPLY indication
(SSAP, DSAP, Loc_add, Rem_add, L_sdu, Serv_class, Update_status)

- The parameters have the same meaning as described for SDA under the
FDL_DATA_ACK.request primitive with respect to the received SRD frame. The
L_sdu may have a length of zero.

- The parameter Update_status specifies, whether or not the response data
(L_sdu) has been passed to the local FDL controller. The following parameter
values are specified:
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Table 3. SRD, Values of Update_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[ ! permanent !

+ot +
I'NO ! No reply data (L_sdu) transmltted ot !

I LO ! Low priority reply data transmitted. o=
I HI I High priority reply data transmitted. ! - |
+ot + +

This primitive is passed from the remote FDL controller to the

Remote User when the response/acknowledgement frame for a SRD frame was sent.
The reaction of the Remote User upon receipt of the primitive is not specified.

In case of a repetition of the response/acknowledgement frame caused by the
receipt of a repetition of the SRD frame, the Indication primitive shall not be

repeated. The primitive is not applicable when the parameter Indication_mode =

Data (see subclause 4.2.3.7) and if the length of the L_sdu is zero both in the

received frame and in the corresponding Reply Update (response data). In this

case the resources of the LSAP are not used.

FDL_DATA_REPLY.confirm
(SSAP, DSAP, Rem_add, L_sdu, Serv_class, L_status)

- The parameters SSAP, DSAP and Rem_add have the same meaning as described for
SDA under the FDL_DATA_ACK.request primitive with respect to the SRD frame. A
DSAP value of 63 is not permissible.

- The parameter Serv_class specifies the FDL priority of the request frame.
- The parameter L_sdu contains the requested data of the remote FDL controller.

- The parameter L_status contains the result of the corresponding SRD request
and encompasses the values UE, RS, LS, LR, NA, DS and IV as specified for SDA
(see Table 1.) and additionally:

Table 4. SRD, Values of L_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

I DL ! Positive acknowledgement for sent data, ! !

I lreply data (L_sdu) with low prlorlty ! !

I lavailable. !

| DH ! Positive acknowledgement for sent data, ! !

I I reply data with high priority available. ! - !

I NR ! Positive acknowledgement for sent data, ! !

I I negative acknowledgement for reply data, as! !

I I'not available to the remote FDL controller.! t !

| RDL! Negative acknowledgement for sent data, ! !
I Iresources of the remote FDL controller not ! !

I lavailable or not sufficient, reply data ! !

I T'with low priority available. ot !

| RDH! Negative acknowledgement for sent data, ! !
I Iresources of the remote FDL controller not ! !

I lavailable or not sufficient, reply data ! !

I T'with high priority available. ot !

I RR ! Negative acknowledgement, resources of the ! !
I Iremote FDL controller not available or not ! !

I I sufficient and reply data not available. ! t !

f— + +
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This primitive is passed from the local FDL controller to the Local User to sig-

nal success or failure of the previous data transfer and request and to hand
over the requested data in case of an error-free procedure. The reaction of the
Local User upon receipt of this primitive is not specified. If L_status indi-

cates a temporary error a later repetition may be successful. In case of a per-
manent error the Local User should consult management prior to repeating the
service.

FDL_REPLY_UPDATE.request
(SSAP, L_sdu, Serv_class, Transmit)

- The parameter SSAP specifies the service access point of the Remote User that
carries out this request and which data area (shared_data_area) shall be up-
dated by the L_sdu. A SSAP value of 63 is not permissible.

- The parameter L_sdu specifies the contents of the data area that is identi-
fied by the SSAP parameter.

- The parameter Serv_class has the same meaning as described for SDA under the
FDL_DATA_ACK.request primitive.

- The parameter Transmit specifies whether the Update is transmitted only once
(single) or many times (multiple), i. e. in the case of "multiple" the data
area is transferred again for each subsequent SRD.

The primitive is passed from the Remote User to the remote FDL controller to
receive the response data. Receipt of this primitive causes the remote FDL con-
troller to try to access the data in the course of which data consistency shall

be guaranteed. This primitive in connection with the SRD of the Local User is
only of importance to the Remote User.

FDL_REPLY_UPDATE.confirm
(SSAP, Serv_class, L_status)

- The parameters SSAP and Serv_class have the same meaning as described for SDA
under the FDL_DATA_ACK.confirm primitive.

- The parameter L_status indicates the result of the corresponding UPDATE
request. The following parameter values are specified:

Table 5.  SRD, Values of L_status (UPDATE)

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

1 OK ! Update data (L_sdu) loaded. -
I LS ! Service at local LSAP or local LSAP not ! !

I lactivated. ' p !
I LR ! Resources of the local FDL controller not ! !
I lavailable or not sufficient. [ S

1V !'Invalid parameters in request. -
+

+. + +
1 t 1

This primitive is passed from the remote FDL controller to the Remote User to
signal success or failure of the UPDATE request. The reaction of the Remote User
upon receipt of this primitive is not specified. If L_status indicates a tempo-

rary error, a later repetition may be successful. In case of a permanent error
the Local User should consult management prior to repeating the service.
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4.1.3.4 Cyclic Send and Request Data with Reply (CSRD)

The Local User prepares a L_sdu each for one, many, or all Remote Users. For
each Remote User the data is passed to the local FDL controller by means of a
FDL_SEND_UPDATE.request primitive. The addresses and the sequence of the ad-
dressed remote stations shall be specified by the Local User by means of the

Poll List. The Local User passes the Poll List by means of a FDL_CYC_DATA _
REPLY.request primitive where initially all entries are set to "lock". At the

same time this action requests the cyclic send including the data request
(cyclic low priority SRD). The FDL controller accepts this combined service
request and signals the acceptance of the Poll List by means of a FDL_CYC_DATA_
REPLY.confirmation.

To allow for a prioritization of the stations to be polled, multiple identical
FDL address are permissible in the Poll List.

The FDL controller shall only start the cyclic send of the L_sdu with a data re-
guest (see Part4, Table 3a, b7=1, Code No 12) to the requested remote FDL
controller if the corresponding marker is set to "unlock”. This shall have been
initiated by the Local User by means of a FDL_CYC_ENTRY.request primitive.

If no data is to be sent then a SRD frame without data is sent to each remote
station.

After each data transfer and request an immediate response or acknowledgement is
expected (see Part4, Table 3a, b7=0, Code No 8/10 or Code No 1/2/3/9/12/13,
respectively). The local and remote FDL controllers react as described for the

SRD (see subclause 4.1.3.3). The local FDL controller cyclically passes the re-

guested data or an error message to the Local User by means of a FDL_CYC_DATA _
REPLY.confirm primitive.

If the send data is transmitted only once (Transmit = single, cf. FDL_SEND_
UPDATE.request), the subsequent SRD frames shall not contain send data until a
new update is available.

The Local User may pass new data to the Remote User by means of a FDL_SEND_
UPDATE.request primitive at any time.

During the Cyclic Send and Request Data with Reply the Local User shall not
request any further cyclic service. The acyclic services SDA, SDN and SRD are
permissible. The FDL controller performs the cyclic SRD service with the given
Poll List as long as a FDL_CYC_DEACT.request primitive is issued by the Local
User.

Parameters of the primitives:

FDL_SEND_UPDATE.request
(SSAP, DSAP, Rem_add, L_sdu, Transmit)

- The parameter SSAP specifies the service access point of the Local User that
carries out this request and which data area (shared_data_area) is updated by
means of the L_sdu. A SSAP value of 63 is not permissible.

- The parameter DSAP specifies the service access point of the Remote User. A
DSAP value of 63 is not permissible.

- The parameter Rem_add contains the destination FDL address of the remote
station.
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- The parameter L_sdu specifies the contents of the data area that is identi-
fied by means of the SSAP parameter. For the L_sdu a length of zero is per-
missible.

- The parameter Transmit specifies whether the Update is transmitted once
(single) or many times (multiple). In the case of "multiple” the data area is
transmitted with each further SRD.

The primitive is passed from the Local User to the local FDL controller to
receive the send data. The receipt of this primitive causes the local FDL con-
troller to try to receive the data in the course of which data consistency shall

be guaranteed.

FDL_SEND_UPDATE.confirm
(SSAP, DSAP, Rem_add, L_status)

- The parameters SSAP, DSAP and Rem_add have the same meaning as described for
the FDL_SEND_UPDATE.request primitive.

- The parameter L_status indicates the result of the corresponding UPDATE
request. The following parameter values are specified:

Table 6. CSRD, Values of L_status (UPDATE)

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

1 OK ! Send update data (L_sdu) loaded. [
I LS ! Service at local LSAP or local LSAP not ! !
I lactivated. I p !

I LR ! Resources of the local FDL controller not ! !
I lavailable or not sufficient or Rem_add/ ! !

I I DSAP not yet in the Poll List. I thp !

IV I'Invalid parameters in request. b=
+ot + +

This primitive is passed from the local FDL controller to the Local User to
indicate the success or the failure of the UPDATE request. The reaction of the
Local User upon receipt of this primitive is not specified.

FDL_CYC_DATA_REPLY.request
(SSAP, Poll_list)

- The parameter SSAP specifies the LSAP of the Local User. A SSAP value of 63
is not permissible.

- The parameter Poll_list may be of the following values:
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Table 7. Poll_list

+ +. + +
t 1 t 1

IEn-! Name ! Meaning !

Itry ! ! !

+ot + +

11 I'Poll_list_length ! Length of Poll List (3 to p+1) !

12 1 Rem_add I Remote FDL address (DA) \first !
13 | DSAP ! Destination LSAP (DAE) /Entry !
14 1 Rem_add I Remote FDL address (DA) !
!5 | DSAP I Destination LSAP (DAE) !
1! 1 !

[ I !

[ [ !

I'p 'Rem_add I Remote FDL address (DA) \last !
Ip+1 ! DSAP ! Destination LSAP (DAE) /Entry !

+. +
y t

- The parameters Rem_add (0 to 126 [EXT]) and DSAP (0 to 62) have the same
meaning as described for SDA under the FDL_DATA_ACK.request primitive.
Rem_add as global address and the DSAP value of 63 are not permissible. For
remote stations to which no LSAP is transferred, the parameter DSAP is NIL.

This primitive is passed from the Local User to the local FDL controller to
cyclically send data to the Remote User and to request data from these users at
the same time. The receipt of the primitive causes the local FDL controller to
immediately start the cyclic data transfer with the SRD procedure after the
marker has been set to "unlock”. During the execution of the single cyclic SRD
(i. e. while waiting for the response or the acknowledgement) no further service
may be transmitted by the local FDL controller.

FDL_CYC_DATA_REPLY.confirm
(SSAP, DSAP, Rem_add, L_sdu, Serv_class, L_status, Update_status)

- The parameters SSAP, DSAP and Rem_add have the same meaning as described for
SDA under the FDL_DATA_ACK.request primitive with respect to the SRD frame. A
DSAP value of 63 is not permissible.

- The parameters L _sdu, Serv_class and L_status have the same meaning as
described for SRD under the FDL_DATA_REPLY .confirm primitive. In case of Poll
List delivery the parameter L_status may take the following additional
values:

Table 8. CSRD, Values of L_status

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

1 OK ! Poll List accepted. -
I NO ! Poll List not accepted, as the Poll List ! !
I lwas already available inthe local FDL ! p !

+ +. + +
t 1 t 1

The parameters DSAP, L_sdu and L_status refer to the remote station with the
destination FDL address that is specified by the parameter Rem_add.

- The parameter Update_status specifies whether or not the data to be sent
(L_sdu) was passed to the remote FDL controller. The following parameter
values are specified:
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Table 9. CSRD, Values of Update_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[ ! permanent !

+ot + +
I'NO ! No send data (L_sdu) transmitted. ot

I LO ! Send data with low priority transmitted. ! - !

+ +. + +
t 1 t 1

This primitive is passed from the local FDL controller to the Local User to
indicate success or failure of the Poll List acceptance. In this case only the
parameters SSAP and L_status are significant. Furthermore after each cyclic SRD
this primitive is passed to the Local User to indicate the success or the fail-

ure of the corresponding Send and Request Data and to transfer the received data
when no errors occurred. This primitive is omitted after each cyclic SRD, if the
parameter Confirm_mode = Data (see subclause 4.2.3.7) and if the L_sdu has
length zero both in the received frame as well as in the corresponding Send Up-
date (send data). In this case the resources of the LSAP are not used. The
primitive is not omitted, however, if a L_status value of UE, RS, LR, NA, DS or

RR occurs.

FDL_CYC_ENTRY.request
(SSAP, DSAP, Rem_add, Marker)

- The parameter SSAP has the same meaning as described for the FDL_CYC_DATA _
REPLY.request primitive.

- The parameters DSAP and Rem_add specify the Poll List entry.

- The parameter Marker with the values "unlock" or "lock" specifies whether the
entry "Rem_add/DSAP" in the Poll List is to be unlocked or locked.

This primitive is passed from the Local User to the local FDL controller to un-

lock or lock an entry (Rem_add/DSAP) in the Poll List, i. e. to cyclically send

or not to send SRD frames to the corresponding DSAP of the remote FDL control-
ler.

FDL_CYC_ENTRY.confirm
(SSAP, DSAP, Rem_add, L_status)

- The parameter SSAP has the same meaning as described for the FDL_CYC_DATA _
REPLY.request primitive.

- The parameters DSAP and Rem_add specify the Poll List entry.

- The parameter L_status indicates the result of the corresponding ENTRY
request. The following parameter values are specified:
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Table 10. CSRD, Values of L_status (ENTRY)

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

1 OK ! Marker set. o=l
I LS ! Service at local LSAP or local LSAP not ! !

I lactivated. I p !
I NO ! Marker not set, as Rem_add/DSAP parameter ! !
I lis notin the Poll List. ' p !

1V !'Invalid parameters in request. -
+

+. + +
1 t 1

This primitive is passed from the local FDL controller to the Local User to
indicate the success or failure of the corresponding entry unlock or lock.

FDL_CYC_DEACT.request
(SSAP)

- The parameter SSAP specifies the LSAP of the Local User with the cyclic SRD.
A SSAP value of 63 is not permissible.

This primitive is passed from the Local User to the local FDL controller to ter-
minate the cyclic SRD. The receipt of this primitive causes the local FDL con-
troller to stop the cyclic SRD procedures after passing through the Poll List.

FDL_CYC_DEACT.confirm
(SSAP, L_status)

- The parameter SSAP has the same meaning as described for the FDL_CYC_DEACT.
request primitive.

- The parameter L_status indicates the result of the corresponding request. The
following parameter values are specified:

Table 11. CSRD, Values of L_status (DEACT)

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

I OK ! Cyclic SRD service correctly finished. ! - !
I LS ! Service at local LSAP or local LSAP not ! !
I lactivated. I p !

1V !'Invalid parameters in request. o=
+ot + +

This primitive is passed from the local FDL controller to the Local User after
terminating the cyclic SRD. The reaction of the Local User upon receipt of this
primitive is not specified.

FDL_DATA_REPLY.indication
(SSAP, DSAP, Loc_add, Rem_add, L_sdu, Serv_class, Update_status)

FDL_REPLY_UPDATE.request
(SSAP, L_sdu, Serv_class, Transmit)

FDL_REPLY_UPDATE.confirm
(SSAP, Serv_class, L_status)

- Description of the primitives and the parameters: cf. SRD.
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FMAZ1/2 User - FMA1/2 Interface

This clause describes the management services (FMA1/2 = Fieldbus Management for
Layers 1 and 2) that are provided to the FMA1/2 User and the associated service
primitives and parameters. One distinguishes between mandatory and optional

services.

FDL User FMAL/2 User

Layer2 !  FDL ! 1
! ! !
! ! FMAL/2 !
+ + !
! ! !
Layer 1 ! PHY ! !
! ! !
+ +
"Layer 0" Physical Medium

Figure 6. Interface between FMA1/2 User and FMA1/2 in Relation to Layer Model

The service interface between the FMA1/2 user and FMA1/2 provides the following

functions:

- Reset of Layers 1 and 2 (local)

- Request for and modification of the actual operating parameters of FDL and

PHY (local) and of the counters (local)

- Notification of unexpected events, errors, and status changes (local and

remote)

- Request for identification and for the LSAP configuration of the stations

(local afnd remote)

- Request for the actual list of stations (Live List) by means of FDL status

(remote)

- Activation and deactivation of the local LSAPs

4.2.1 Overview of Services
The FMAL1/2 provides the following services to the FMA1/2 user:

- Reset FMAL/2

- Set Value7Read Value FMA1/2

- Event FMA1/2

- Ildent FMA1/2

- LSAP Status FMA1/2

- Live List FMA1/2

- (R)SAP Activate / SAP Deactivate FMA1/2
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Reset FMA1/2 (mandatory)

The FMA1/2 user employs this service to cause the FMAL/2 to reset Layer 1 (PHY),
Layer 2 (FDL) and itself. A reset is equivalent to power on. The FMA1/2 user
receives a confirmation thereof.

Set Value FMA1/2 (optional)

The FMA1/2 user employs this service to assign a new value to the variables of
Layer 1 or of Layer 2. The user receives a confirmation whether the specified
variables have been set to the new value.

Read Value FMA1/2 (optional)

This service enables the FMA1/2 to read variables of Layers 1 and 2. The
response of the FMA1/2 contains the actual value of the specified variables.

Event FMA1/2 (mandatory)

The FMA1/2 employs this service to inform the FMAL/2 user about certain events
or errors in Layers 1 and 2.

Ident FMA1/2 (optional)

When requesting the identification service, a distinction is made between master
and slave stations. By employing this service the FMA1/2 user of a slave station
determines the version data of the local FDL and FMA1/2 hard- and software. When
employing this service in the case of a master station, the FMAL1/2 user may
additionally request the same type of information from a remote station.

LSAP Status FMA1/2 (optional)

The FMA1/2 user employs this service to inform himself about the configuration
of Service Access Points of the local FDL or, in the case of a remote station
(Remote LSAPSs), about their FDL services. In the case of a Slave station this
service is only possible for local LSAPs.

Live List FMA1/2 (optional)

This service provides the FMA1/2 user of a master station (not possible for
slave stations) with an up-to-date list of all stations that are functional on
the bus (see Part 4, subclause 4.1.4).

SAP Activate FMA1/2 (optional)

This service enables the FMA1/2 user to activate and to configure a Link Service
Access Point (Local LSAP) for the individual FDL services. Excluded from this is

the responder function for the reply services (SRD and CSRD). The FMA1/2 user
receives a confirmation on the execution of the service from the FMA1/2.

RSAP Activate FMA1/2 (optional)

The FMA1/2 user employs this service to activate a Local LSAP for the responder
function of the reply services (SRD and CSRD). The user receives a confirmation
of execution from the FMA1/2.
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SAP Deactivate FMA1/2 (optional)

The FMA1/2 user employs this service to cause the FMA1/2 to deactivate a Local
LSAP. The management returns a confirmation thereof.

4.2.2 Overview of Interactions

The services mentioned in subclause 4.2.1 are described by the following
primitives (FMA1/2_...):

Service Primitive Possible for the
following stations

Reset FMA1/2 FMA1/2_RESET.request Master and Slave
FMA1/2_RESET.confirm -"-

Set Value FMA1/2 FMA1/2_SET_VALUE.request Master and Slave
FMA1/2_SET_VALUE.confirm -

Read Value FMA1/2 FMA1/2_READ_VALUE.request Master and Slave
FMA1/2_READ_VALUE.confirm -t

Service Primitive Possible for the
following stations
Event FMA1/2 FMA1/2_EVENT.indication Master and Slave

Ident FMA1/2 FMA1/2_IDENT.request Local : Master and Slave
Remote: Master
FMA1/2_IDENT.confirm Local : Master and Slave
Remote: Master

LSAP Status FMA1/2_LSAP_STATUS.request Local : Master and Slave
FMA1/2 Remote: Master
FMA1/2_LSAP_STATUS.confirm Local : Master and Slave
Remote: Master

Live-List FMAZL/2_LIVE_LIST.request Master
FMA1/2 FMA1/2_LIVE_LIST.confirm -t

SAP Activate FMAL1/2_SAP_ACTIVATE.request  Master and Slave
FMA1/2 FMA1/2_SAP_ACTIVATE.confirm -t

RSAP Activate FMA1/2_RSAP_ACTIVATE.request Master and Slave
FMA1/2 FMA1/2_RSAP_ACTIVATE.confirm -

SAP Deactivate FMA1/2_SAP_DEACTIVATE.request Master and Slave
FMA1/2 FMA1/2_SAP_DEACTIVATE.confirm -

Temporal Relationships of Service Primitives:

Master/Slave Master/Slave
Station 1 Station n

User | FMA1/2 | !

! ! !
FMAL/2_XXXXX.req ! ! !
---------------- Sle !

)y !
FMAL/2_XXXXX.con!) | !
S <o !

! ! !

Figure 7. Reset, Set Value, Read Value, Ident(Local), LSAP Status(Local),
(R)SAP Activate, SAP Deactivate FMA1/2 Service
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Master/Slave Master/Slave
Station 1 Station n

User I FMA1/2 ! !

! !

! ! !
FMA1/2_Event.ind ! ! !

Figure 8. Event FMA1/2 Service

Master Master/Slave
Station 1 Station n
User I FMA1/2 ! !

! ! !
FMAL/2_XXXXX.req ! ! !
---------------- Sl !

- | |

! e !
FMAL/2_XXXXXcon! _ - | !
S — I ! !

! ! !

Figure 9. Ident(Remote), LSAP Status(Remote), Live List FMA1/2 Service

4.2.3 Detailed Specification of Services and Interactions

4231 Reset FMA1/2
The service "Reset FMAL1/2" is mandatory .

The FMA1/2 user passes a FMA1/2_RESET.request primitive to the FMA1/2 causing it
to reset Layers 1 and 2. As a result the FMA1/2 passes a FDL_RESET.request
primitive to Layer 2 (FDL) and a PHY_RESET.request primitive to Layer 1 (PHY)
(see subclauses 5.2.3.1 and 5.3.3.1). After the confirmations of FDL and PHY by
means of the respective confirmation primitives FMA1/2 resets itself and passes

a FMA1/2_RESET.confirm primitive to the user.

Parameter of the primitives

FMA1/2_RESET.request
(MSAP_0)

- The parameter MSAP_0 (Management Service Access Point_0) specifies the serv-
ice access point of the Local FMA1/2 User. This MSAP is activated and config-
ured depending on the implementation.

FMA1/2_RESET.confirm
(MSAP_O0, M_status)

- The parameter MSAP_O0 has the same meaning as described for the FMA1/2_RESET.
request primitive.
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- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 12. Reset, Values of M_status

E— + +
ICode! Meaning | temporary/!
[ ! permanent !

I OK ! The Reset function was carried out o=

I I'successfully. [

I NO ! The Reset function was not carried out ! !
I I'successfully. I tp !

1V !'Invalid parameters in request. -

+. + +
1 t 1

+
1

4.2.32 Set Value FMA1/2, Read Value FMA1/2
Set Value FMA1/2
The service "Set Value FMA1/2" is optional

The FMA1/2 user passes a FMA1/2_SET_ VALUE. request primitive to the FMA1/2 to
assign a desired value to one or more specified variables of Layers 1 and/or 2.

The management passes the corresponding FDL_SET_VALUE.request and/or PHY_SET
VALUE.request primitives to the respective Layers and passes a FMA1/2_SET_VALUE.
confirm primitive to the user after receiving all the corresponding confirmation

primitives.

Parameters of the primitives

FMA1/2_SET_VALUE.request
(MSAP_O0, Variable_name 1 to z, Desired_value 1 to z)

- The parameter MSAP_O0 has the same meaning as described for the FMA1/2_RESET.
request primitive.

- The parameter Variable_name contains a list of one or more variables of the
FDL and/or PHY. The selectable variables are specified in subclauses 5.2.3.2
and 5.3.3.2.

- The parameter Desired_value contains a list of one or more values for the
specified variables. The permissible values or ranges of values are specified
in subclauses 5.2.3.2 and 5.3.3.2.

FMA1/2_SET_VALUE.confirm
(MSAP_O, M_status 1 to z)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:
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Table 13. Set Value, Values of M_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

1 OK ! The Variable has the new value. -l
I'NO ! The Variable does not exist or could not ! !
I Ibe set to the new value. ' tp !

1'IV !'Invalid parameters in request. -

+. + +
1 t 1

Read Value FMA1/2
The service "Read Value FMA1/2" is optional

The FMA1/2 user passes a FMA1/2_READ__ VALUE.request primitive to the FMA1/2 to
read the current value of one or more variables of the FDL or PHY, respectively.

After receipt of this primitive the FMA1/2 creates the corresponding FDL_READ _
VALUE.request and/or PHY_READ_VALUE.request primitives and passes a FMA1/2_READ_
VALUE.confirm primitive to the FMA1/2 user after receipt of all corresponding
confirmation primitives. This primitive contains as a parameter one or more of

the requested variable values.

Parameters of the primitives

FMA1/2_READ_VALUE.request
(MSAP_O, Variable_name 1 to z)

- The parameter MSAP_O0 has the same meaning as described for the FMA1/2_RESET.
request primitive.

- The parameter Variable_name specifies one or more variables whose values
shall be read. The variables that may be chosen are specified in subclauses
5.2.3.2and 5.3.3.2.

FMA1/2_READ_VALUE.confirm
(MSAP_O, Current_value 1 to z, M_status 1 to z)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive.

- The parameter Current_value contains the actual value of the variables that
were specified in the preceding FMA1/2_READ_VALUE.request. The permissible
values or ranges of values are specified in subclauses 5.2.3.2 and 5.3.3.2.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 14. Read Value, Values of M_status

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

+---—t +

1 OK ! The Variable could be read. o=

I NO ! The Variable does not exist or could not ! !
I I'be read. The corresponding value of ! !

I I Current_value is not defined. I tp !
1V !'Invalid parameters in request. -

+. + +
1 t 1
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4233 Event FMA1/2
The service "Event FMA1/2" is mandatory .

After receipt of a PHY_EVENT.indication or FDL_Fault.indication primitive the
FMA1/2 passes a FMA1/2_EVENT.indication primitive to the FMA1/2 user to inform
it about important events or error conditions in the respective Layers.

Parameters of the primitives

FMA1/2_EVENT.indication
(MSAP_1, Event/Fault, Add_info)

- The parameter MSAP_1 specifies the service access point of the local FMA1/2
user. This MSAP is activated and configured depending on the implementation.

- The parameter Event/Fault specifies the event that took place or the reason
for the error and may take the values of the parameter "Variable_name" (see
subclause 5.3.3.3) or "Fault_type" (see subclause 5.2.3.3), respectively.

- The parameter Add_info contains additional information concerning the respec-
tive event and may take the values of the parameter New_value of the PHY_
EVENT.indication primitive (see subclause 5.3.3.3).

4.2.3.4 Ident FMA1/2
The service "ldent FMA1/2" is optional

By means of a FMA1/2_IDENT.request primitive the FMA1/2 user requests the FMA1/2
to carry out a station identification. The FMAL1/2 then passes a FDL_IDENT.
request primitive to the FDL. If the user requests the identification of a

remote station, the FDL Layer shall send a corresponding request to this station

by means of a Request Ident with Reply (see Part 4, Table 3a, b7=1, Code No 14)
and return the result to the FMA1/2 by means of a FDL_IDENT.confirm primitive
(see Part 4, Table 3a, b7=0, Code No 1/8/9). If the identification refers to the

local FDL Layer, the FDL shall immediately reply with a FDL_ IDENT.confirm
primitive. After receipt of a FDL_IDENT.confirm primitive the FMA1/2 returns the
requested data to the user with a FMA1/2_IDENT.confirm primitive.

Parameters of the primitives

FMA1/2_IDENT.request
(MSAP_0, Rem/Loc_add)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive. In the case of remote requests the value of the parameters
is not transferred in the frame.

- The parameter Rem/Loc_add contains in the case of a remote request the FDL
address of the remote station. The global address is not permissible. In the
case of local requests the parameter contains the own FDL address (TS).

FMA1/2_IDENT.confirm
(MSAP_0, Rem/Loc_add, Ident_list, M_status)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive.
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- The parameter Rem/Loc_add has the same meaning as described for the FMA1/2_
IDENT.request primitive.

- The parameter Ident_list specifies a list of values for the identification of

a station:

Vendor_name : Name of the vendor

Controller_type : Type of the PROFIBUS interface
HW/SW_release : Version number of the hardware and software

- The parameter M_status contains a confirmation concerning the execution of
the service. The following values are specified:

Table 15. Ident, Values of M_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

I OK | The Identification could be carried out. ! - !

I LR ! Resources of the local FDL controller not ! !

I lavailable or not sufficient. ot !

I NA ! No or no plausible reaction (Ack. /Res) ! !

I !'from remote station. t !

I DS ! Local FDL/PHY controller not in Ioglcal ! !

I I'token ring or disconnected from line. ! p !

I NR ! Negative acknowledgement for Ident data, as! !
I I'not available to the remote FDL controller.! p !

1V !'Invalid parameters in request. -

+. + +
y y U

4.2.35 LSAP Status FMA1/2
The service "LSAP Status FMA1/2" is optional

The FMAL/2 user passes a FMA1/2_LSAP_STATUS. request primitive to the FMA1/2 to
request the configuration of a LSAP with respect to the FDL services. The FMA1/2

then generates a corresponding FDL_LSAP_ STATUS.request primitive for the FDL.
If the user requests the LSAP status of a remote station, the FDL Layer issues a
corresponding request by means of a Request LSAP Status with Reply (see Part 4,
Table 3a, b7=1, Code No 15) to this station and passes the response (see Table

3a, b7=0, Code No 1/3/8/9) by means of a FDL_LSAP_STATUS.confirm primitive to
the FMA1/2. If the LSAP status refers to the local FDL Layer, the FDL
immediately responds by means of a FDL_LSAP_STATUS.confirm primitive. After
receipt of a FDL_LSAP_STATUS.confirm primitive, the FMA1/2 passes the parameter
values to the FMA1/2 user by means of a FMA1/2_LSAP_STATUS.confirm primitive.

Parameters of the primitives

FMA1/2_LSAP_STATUS.request
(MSAP_O0, LSAP, Rem/Loc_add)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive. In the case of remote requests the value of the parameter
is not transferred in the frame.

- The parameter LSAP specifies the remote/local LSAP whose configuration is
requested. The LSAP values 0 to 63 and NIL are permitted. If the configura-
tion of the default LSAP is to be determined, the parameter LSAP shall have
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the value NIL. In this case no DAE with b7=0 exists in the request frame for
a remote request.

The parameter Rem/Loc_add contains the FDL address of the remote station in
the case of a remote request. The global address is not permissible. In the
case of a local request the parameter contains the own FDL address (TS).

FMA1/2_LSAP_STATUS.confirm
(MSAP_O, LSAP, Rem/Loc_add, Access, Service_type 1 to z, Role_in_service 1 to z,
M_status)

The parameter MSAP_O has the same meaning as described for the FMA1/2_RESET.
request primitive.

The parameters LSAP and Rem/Loc_add have the same meaning as described for
the FMAL1/2_LSAP_STATUS.request primitive.

The parameter Access with the values All/0 to 126 [EXT] specifies the access
protection. "All" means that all remote stations have access to this LSAP.
Apart from that only the specified remote station (address 0 to 126 and if
applicable region/segment address [EXT]) has access.

The parameter Service_type contains the FDL services that are activated at
the remote/local LSAP. The following values are specified:

SDA, SDN, SRD and CSRD

The parameter Role_in_service specifies the configuration for the activated
service. The following values are specified:

Initiator: The station initiates the respective service exclusively.
Responder: The station responds to the service exclusively.
Both: The station initiates and responds to the service.

The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 16. LSAP Status, Values of M_status

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

1 OK ! The LSAP Status could be read. -

' LR ! Resources of the local FDL controller not ! !
I lavailable or not sufficient. ot !

I'LS ! The local LSAP is not activated. I d !
I'RS | The LSAP is not activated in the remote ! !
! 1 FDL controller. ' p !

I NA ! No or no plausible reaction (Ack. /Res) ! !
I !'from remote station. t !

I DS ! Local FDL/PHY controller not in Ioglcal ! !
! I'token ring or disconnected from line. ! p !
I'NR ! Negative acknowledgement for LSAP data, as ! !
I I'not available in the remote FDL controller.! p !
1V !'Invalid parameters in request. -

+ +. + +
t y y U
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4.2.3.6 Live List FMA1/2
The service "Live List FMA1/2" is optional

The FMAL/2 user requests by means of a FMAL1/2_ LIVE_LIST.request primitive an
up-to-date list of all stations that may be currently reached on the bus. The

FMAL1/2 passes this request to the FDL with a FDL_LIVE_LIST.request primitive.
After this request the FDL Layer performs a Request FDL Status with Reply for
every possible station address (see Part 4, subclause 4.1.4, Table 3a, b7=1,
Code No 9) and passes the result of this survey (see Part 4, Table 3a, b7=0,
Code No 0) to the FMA1/2 with a FDL_LIVE_LIST.confirm primitive. The FMA1/2
passes this list to the user with a FMA1/2_LIVE_LIST.confirm primitive.

Parameters of the primitives

FMA1/2_LIVE_LIST.request
(MSAP_0)

- The parameter MSAP_O0 has the same meaning as described for the FMA1/2_RESET.
request primitive. The value of the parameter is not transferred in the
request frames.

FMAL/2_LIVE_LIST.confirm
(MSAP_O, Live_list, M_status)

- The parameter MSAP_0 has the same meaning as described for the FMA1/2_RESET.
request primitive.

- The parameter Live_list corresponds to the Live List described in Part 4,
subclause 4.1.4.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 17. Live List, Values of M_status

+ +. + +
t 1 t 1

ICode! Meaning | temporary/!
[I ! permanent !
+ot + +

1 OK I The live list is complete. o=
I LR ! Resources of the local FDL controller not ! !

I lavailable or not sufficient. ot !
I DS ! Local FDL/PHY controller not in logical ! !
I ltokenring or disconnected fromline. ! p !

1V !'Invalid parameters in request. -
+

+. + +
1 t 1

4.2.3.7 (R)SAP Activate FMA1/2, SAP Deactivate FMA1/2
SAP Activate FMA1/2
The service "SAP Activate FMA1/2" is optional

This service provides the FMA1/2 user with the possibility to activate and to
configure a local LSAP for the individual FDL services. An exception to this is

the responder function for the Reply services (SRD, CSRD) that are activated by
means of the RSAP Activate service.

After receipt of the FMA1/2_SAP_ACTIVATE.request primitive from the user the
FMA1/2 passes a FDL_SAP_ACTIVATE.request primitive to the FDL. After receipt of
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the corresponding Confirmation primitive the FMAL1/2 passes a FMA1/2_SAP_ACTI-
VATE.confirm primitive to the user.

Parameters of the primitives

FMA1/2_SAP_ACTIVATE.request
(MSAP_2, SSAP, Access, Service_list)

- The parameter MSAP_2 specifies the service access point of the local FMA1/2
User. This MSAP is activated and configured depending on the implementation.

- The parameter SSAP specifies the local LSAP that is to be activated and con-
figured. The SSAP values 0 to 63 and NIL are permissible.

- The parameter Access with the values All/O to 126 [EXT] is used for access
protection and specifies whether all remote stations (All) or only an indi-
vidual remote station (0 to 126 and if applicable Region/Segment address
[EXT]) may have access to the LSAP (Send/Request Data). The parameter is only
valid for the responder function(s), i. e. Role_in_service = Responder/Both.

- The parameter Service_list is a list containing further parameters:

Table 18. SAP Activate Service_list

+ + +
lEntry ! Name !

+ + +

! Service_list_length (1 +3 vz) !
| Service_activate 1 !

! Role_in_service 1 !

I L_sdu_length_list 1 !

| Service_activate 2 !

! Role_in_service 2 !

I L_sdu_length_list 2 !

!

T NOORAWNE

|

|

|

|

|

|

|

! ! !

[ !

[ !

I k ! Service_activate z !
! k+1 ! Role_in_service z !
I k+2 ! L_sdu_length_list z !
+ + +
! z = maximum 4 !

+

- The parameter Service_activate contains the FDL service that shall be acti-
vated for this Access Point (SDA, SDN, SRD or CSRD).

- The parameter Role_in_service specifies the configuration for the service to
be activated. The following values are specified:

Initiator: The station initiates the respective service exclusively.

Responder: The station responds to the service exclusively. Not permissi-
ble for SRD and CSRD.

Both: The station initiates and responds to the service. Not permis-
sible for SRD and CSRD.

- The parameter L_sdu_length_list is a list of Max_L_sdu lengths. For the
services SDA, SDN and SRD the list has the following fixed structure:
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Table 19. SAP Activate L_sdu_length_list

+ + +
t t y

I Entry ! Name !

+ +
t 1

1 ! Max_L_sdu_length_req_low !

2 ! Max_L_sdu_length_req_high !

3 | Max_L_sdu_length_ind/con_low !

4 1 Max_L_sdu_length_ind/con_high !
+

- The parameter Max_L_sdu_length_req_low or _high specifies the maximum length
of the low or high priority L_sdu to be sent that is passed to the initiator
by means of the Request primitive for the services SDA, SDN, and SRD. For the
Indication of the services SDA and SDN at the Responder and for the Confirma-
tion of the service SRD at the Initiator, the maximum length of the L_sdu to
be received is specified by the parameter Max_L_sdu_length_ind/con_low or
_high. The length of the L_sdu may be 0 to 246 octets. When using SSAP, DSAP
and Region/Segment addresses a maximum of 242 octets is permissible (see
Part 4, subclause 4.7.5).

Depending on the service and Role_in_service the following lengths > 0 octets
("x": > 0; "-": = 0) are permissible:

Table 20. SAP Activate, L_sdu Lengths for SDA and SDN

+ +
! Service: SDA and SDN !
Fommem + + + +
ILength! Initiator! Responder ! Both !
Fommem + + + +

1 Ix-x!---Ix-x-x-xxx!

2 -xxl---1-x-x-xxxXx!

3 1---IXx-xXIXx--xxxx-x!

4 1 ---T-xx!l-xXx-XxX-xx!

|
|
|
|
+ + + + +
|
+

+ +
! Service: SRD !

S + +

ILength! Initiator ") !
S — + +

[ X--XXXX-x!

12 1- - X X - X X -XxXx!

I3 IX-XX-X-X-XxXXxX!

14 1-XxX-X-X-XXXX!

+ + +

!

1 to 4 denote the lengths as in Table 19.!
! *) Responder only with RSAP Activate, !
Both not allowed !

+
U

+ -
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For the cyclic service CSRD the L_sdu_length_list has the following structure:

Table 22. SAP Activate L_sdu_length_list

+emmmnee + +
I Entry ! Name !

I 1 !List_length (4toi) !

I 2 ! Confirm_mode !

I 3 1Poll_list_length (see subclause 4.1.3.4) !
! 4 I Rem_add (0 to 126 [EXT])/DSAP (0 to 62) !
! l'a) Max_L_sdu_length_con_low

! I b) Max_L_sdu_length_con_high !
! I ¢) Max_L_sdu_length_ req_low !
! 5 I Rem_add (0 to 126 [EXT])/DSAP (0 to 62) !
! l'a) Max_L_sdu_length_con_low

! I b) Max_L_sdu_length_con_high !
! I c) Max_L_sdu_length_req_Tow !

! 1 ]

T !

[ R !

! 1 !

! i ' Rem_add (0 to 126 [EXT])/DSAP (0 to 62) !
! l'a) Max_L_sdu_length_con_low

! I b) Max_L_sdu_length_con_high !

! I ¢) Max_L_sdu_length_req_low !

- The parameter Confirm_mode with the values All/Data specifies whether for the
CSRD service the FDL_CYC_DATA_REPLY.confirm primitive is generated after
every cyclic SRD (All) or whether it is omitted (Data) only if both in the
received frame (confirmation) and in the corresponding Send Update (data to
be sent) L_sdu = Null and no errors occurred (see subclause 4.1.3.4, FDL_CYC_
DATA_REPLY .confirmation).

- For each individual Poll List entry (specified by Rem_add/DSAP) up to three
L_sdu lengths are permissible. For the confirmation of the CSRD service at
the initiator, the maximum length of the L_sdu to be received is specified by
the parameter Max_L_sdu_length_con_low or _high.

The parameter Max_L_sdu_length_req_low specifies the maximum length of the
low priority L_sdu to be sent, which is passed to the initiator by means of

the Send Update Request primitive of the CSRD service. The length of the
L_sdu may be 0 to 246 octets. When using SSAP, DSAP and Region/Segment
addresses a maximum of 242 octets is permitted (see Part 4, subclause 4.7.5).

FMA1/2_SAP_ACTIVATE.confirm
(MSAP_2, SSAP, M_status)

- The parameter MSAP_2 has the same meaning as described for the FMA1/2_SAP_
ACTIVATE.request primitive.

- The parameter SSAP has the same meaning as described for the FMA1/2_SAP_
ACTIVATE.request primitive.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:
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Table 23. SAP Activate, Values of M_status

ICode! Meaning | temporary/!

[ ! permanent !

+ot +

1 OK ! The SSAP is activated as requested [
I'NO ! The SSAP is not activated !

I I (already activated or resources not ava|| ! !

I 1 able or not sufficient). I tlp !

1V !'Invalid parameters in request. -
+ot + +

RSAP Activate FMA1/2
The service "RSAP Activate FMA1/2" is optional

The FMAL1/2 user passes a FMA1/2_RSAP_ACTIVATE. request primitive to the FMA1/2
to activate and to configure a local LSAP for the responder function of the

Reply services (SRD and CSRD). The FMA1/2 passes a corresponding FDL_RSAP_
ACTIVATE.request primitive to the FDL and passes a FMA1/2_RSAP_ACTIVATE.confirm
primitive to the user after receipt of the corresponding Confirmation primitive.

Parameters of the primitives

FMA1/2_RSAP_ACTIVATE.request
(MSAP_2, SSAP, Access, L_sdu_length_list, Indication_mode)

- The parameter MSAP_2 has the same meaning as described for the FMA1/2_SAP_
ACTIVATE.request primitive.

- The parameter SSAP specifies the local LSAP for the data area (shared_data_
area) and the user that receives the Indication primitive if a SRD is
received on this "DSAP". The SSAP values 0 to 62 and NIL are permitted.

- The parameter Access has the same meaning as described for the FMA1/2_SAP_
ACTIVATE.request primitive.

- The parameter L_sdu_length_list is a list of Max_L_sdu length. The list has
the following structure:

Table 24. RSAP Activate, L_sdu_length_list

+ + +

'Entry' Name !
' 1 ! Max_L_sdu_length_req_low !
I 2 | Max_L_sdu_length_req high !
I 3 | Max_L_sdu_length_ind_low !
I 4 | Max_L_sdu_length_ind_high !
+ + +

- The parameter Max_L_sdu_length_req_low or _high specifies the maximum length
of the low or high priority L_sdu that is to be sent in the SRD response
frame, which is passed with the Reply Update Request primitive at the
responder. For the indication at the responder the maximum length of the
L_sdu to be received is specified by the parameter Max_L_sdu_length_ind_low
or _high. The length of the L_sdu may be 0 to 246 octets. When using SSAP,
DSAP, and Region/Segment addresses a maximum of 242 octets is permissible
(see Part 4, subclause 4.7.5).
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The following lengths > 0 octets ("x": > 0; "-": = 0) are permissible at the
responder:

Table 25. RSAP Activate, L_sdu Length of SRD and CSRD

+ +
! Service: SRD or CSRD !
[ — + +
ILength! Responder !

[ — + +
'l IX-XX--XXXX-x!
12 1-XX-XX-XX-XxXx!
3 1---x-X-x-xxx!

P4 I----X-X-XXXX!

T + +

! 1to 4 denote the lengths as in Table 24.!

+ +
t t

- The parameter Indication_mode with the values All/Data/Unchanged specifies
whether in the case of the SRD/CSRD service the FDL_DATA REPLY. indication
primitive shall be generated (All) or whether it shall be omitted (Data) only
if both in the received frame (request) and in the corresponding Reply Update
(response data) L_sdu = Null.

The overwriting of a local RSAP (changing of the parameter Access) is
informed by the FDL by the parameter Indication_mode contains the value
"Unchanged". In this case only the parameter "Access" is overwritten and all
other parameters are unchanged.

FMA1/2_RSAP_ACTIVATE.confirm
(MSAP_2, SSAP, M_status)

- The parameter MSAP_2 has the same meaning as described for the FMA1/2_SAP_
ACTIVATE.request primitive.

- The parameter SSAP has the same meaning as described for the FMA1/2_RSAP_
ACTIVATE.request primitive.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 26. RSAP Activate, Values of M_status

ICode! Meaning | temporary/!
[ ! permanent !
+ot + +
1 OK ! The SSAP is activated resp. overwritten as ! !
I lrequested. -
I NO ! Indication_mode All/Data: I tp !
I 1 The SSAP is not activated (already acti- ! !
! vated or resources not available or not ! !
! sufficient). ! !
! Indication_mode Unchanged: It !
I The SSAP is not overwritten, as it was not ! !
! activated. ! !
IV ! Invalid parameters in request. -

+ +
y U

+
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SAP Deactivate FMA1/2
The service "SAP Deactivate FMA1/2" is optional

The FMA1/2 user employs this service to deactivate all FDL services for a local

LSAP. After receipt of a FMA1/2_SAP_DEACTIVATE.request primitive from the user,

the FMA1/2 passes a corresponding FDL_SAP_DEACTIVATE.request primitive to the
FDL controller. The FDL shall test whether a response is still pending and shall

deactivate all services for the specified LSAP either directly (if no response

is pending) or after receipt of the response. Immediately after this the FDL

passes a FDL_SAP_DEACTIVATE.confirm primitive to the FMAL/2. After receipt of
the Confirmation primitive the FMA1/2 passes a FMAL1/2_SAP_DEACTIVATE.confirm
primitive to the user.

Parameters of the primitives

FMAL/2_SAP_DEACTIVATE.request
(MSAP_2, SSAP)

- The parameter MSAP_2 has the same meaning as described for the FMAL1/2_SAP_
ACTIVATE.request primitive.

- The parameter SSAP contains the Local LSAP that is to be deactivated for all
FDL services.

FMA1/2_SAP_DEACTIVATE.confirm
(MSAP_2, SSAP, M_status)

- The parameter MSAP_2 has the same meaning as described for the FMAL1/2_SAP_
ACTIVATE.request primitive.

- The parameter SSAP has the same meaning as described for the FMA1/2_SAP_
DEACTIVATE.request primitive.

- The parameter M_status contains a confirmation about the execution of the
service. The following values are specified:

Table 27. SAP Deactivate, Values of M_status

[ — + +
ICode! Meaning | temporary/!
[ ! permanent !

N +

I'OK ! The SSAP is deactivated. [

I NO ! The SSAP has not been activated. ' p !
1V !'Invalid parameters in request. -

+ +. + +
t 1 t 1
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The management for the Layers 1 and 2 (FMA1/2) organizes the initialization, the
supervision and the error handling between the FMA1/2 User and the logical func-
tions in PHY and FDL.

The PHY/FDL services are either

mandatory or optional

The relations between FMA1/2 and the Layer 7 (APP and FMA7Y respectively) are
described in Part 2 of the specification.

5.1

Local FMA1/2 Functions for the Layers 1 and 2:

General Description of FMA1/2 Functions

- reset of the Layers 1 and 2

- reading and setting of parameters

- activation, configuration and deactivation of LSAPs

- event and error messages

- version identification

- determination of LSAP configuration

Remote FMA1/2 Functions for the Layers 1 and 2:

- version identification

- request of LSAP configuration

- determination of the Live List

The FMA1/2 acts as a mediator between the local FMA1/2 user and the Layers 1
and 2. Requests from the FMA1/2 user, modified as required, are transferred to
the FDL and PHY control respectively by the FMA1/2, and acknowledged with a con-
firmation to the local FMA1/2 User. Moreover the FMA1/2 immediately receives
indications from the layers if status changes have occurred within the layers.

Such messages lead to a FMA1/2 user indication.

5.2

FDL - FMA1/2 Interface

FMAL/2 |

User
! t }
Layer2 !
!
+ +
! ! !
Layer1l ! PHY !
1 | |
+ +
"Layer 0" Physical Media

Figure 10. Interface between FDL and FMAL/2 in Relation to Layer Model
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521 Overview of Services

The FDL provides the following services to FMA1/2:

- Reset FDL
- Set Value FDL
- Read Value FDL

- Fault FDL
- Ident FDL
- LSAP Status FDL identical to the homonymous service without suffix
- Live List FDL "FDL" in subclause 4.2.1 with the exception, that

the parameters MSAP_0 to _2 and M_status "IV" are

- SAP Activate FDL
absent.

- RSAP Activate FDL
- SAP Deactivate FDL

A e VAR

Reset FDL (mandatory)

The FMA1/2 uses this service to reset the FDL. After the execution the FMA1/2
receives a confirmation.

Set Value FDL  (mandatory)

The Set Value FDL service allows the FMA1/2 to set certain parameters of the FDL
to desired values. A confirmation informs the FMA1/2 whether the given parameter
could be set to the value or not.

Read Value FDL  (optional)

With this service the FMAL1/2 is able to read certain FDL parameters. The current
value of the given parameter is transferred to the FMAL1/2 in the response of the
FDL.

Fault FDL (mandatory)

The FDL uses this service to inform the FMA1/2 of faulty conditions and events.
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5.2.2 Overview of Interactions

The services mentioned in subclause 4.2.1 are described by the following primi-
tives (FDL_...):

Service Primitive permissible for
following users

Reset FDL FDL_RESET.request Master and Slave
FDL_RESET.confirm -

Set Value FDL FDL_SET _VALUE. request Master and Slave
FDL_SET_VALUE.confirm -

Read Value FDL FDL_READ_VALUE. request Master and Slave
FDL_READ_VALUE.confirm

Fault FDL FDL_FAULT.indication Master and Slave

Temporal Relationships of Service Primitives:

Master/Slave Master/Slave
Station 1 Station n
FMA1/2 ! FDL ! !

! ! !
FDL_XXXXX.req ! ! !
-------------- >1-- ! !

1) ! !
FDL_XXXXX.con ! ) ! !
e I<- ! !

! ! !

Figure 11. Reset FDL, Set Value FDL, Read Value FDL Service

Master/Slave Master/Slave
Station 1 Station n
FMA1/2 ! FDL ! !

! ! !
! ! !
FDL_FAULT.ind ! ! !

Figure 12. Fault FDL Service
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5.2.3 Detailed Specification of Services and Interactions

5.2.31 Reset FDL
The service "Reset FDL" is mandatory .

With a FDL_RESET.request primitive the FMA1/2 causes a reset of the FDL Layer.
This is carried out in the same manner as at a Power On ("Offline"-status; FDL
variables [operational parameters/counters] are cleared). Immediately afterwards

a FDL_RESET. confirm primitive is transferred to the FMA1/2 .

Parameters of the Primitives
FDL_RESET.request
FDL_RESET.confirm

- Both primitives have no parameters

5.2.3.2 Set Value FDL, Read Value FDL
Set Value FDL
The service "Set Value FDL" is mandatory .

The FMA1/2 gives a FDL_SET_VALUE.request primitive to the FDL to set a specified
FDL variable to a desired value. After receiving this primitive the FDL tries to

select this variable and to deliver the new value. Subsequently the FMA1/2
receives a FDL_SET_ VALUE.confirm primitive.

Parameters of the Primitives

FDL_SET_VALUE.request
(Variable_name, Desired_value)

- The parameter Variable_name specifies the FDL variable to which a new value
is to be assigned. The variables shown in Table 28 may be selected.

- The parameter Desired_value specifies the new value for the FDL variable. The
selected variable may take the values shown in Table 29.

FDL_SET_VALUE.confirm

- This primitive has no parameters.

O Copyright by PNO 1997 - all rights reserved

Page 88



PROFIBUS-Specification-Normative-Parts-3:1997

Table 28. FDL Variables

+ +
t t

Operating Parameters (mandatory) !

!

! Name ! Meaning !

I'TS ! FDL Address of this station !

! Baud_rate ! Data Signalling Rate of this PROFIBUS !
! ! System !

I Medium_red ! Availability of Redundant Media !
I HW-Release ! Hardware Release Number !
| SW-Release ! Software Release Number !
'T gL ! Slot Time !

'minT gpRr ! smallest Station Delay Time !
'max T gpRr *) ! largest Station Delay Time !
'T Qui *) | Transmitter fall Time (Line State !

! ! Uncertain Time)/Repeater switch Time !

'T SeT *) | Setup Time !

'T TR *) | Target Rotation Time !

G *) I GAP Update Factor !
lin_ring_ *) 1 Request entry into or exit out of !

| desired ! the logical Token Ring !

IHSA *) I Highest Station Address on this !

|

! ! PROFIBUS System !
I max_retry *) I Maximum Number of Retries !

! imit ! !

+ + +
! Counters (optional) !

+ + +

! Name ! Meaning !

+ + +

! Frame_sent_count *) | Number of frames sent !
I Retry_count  *) ! Number of frame repeats !
| | |

1 SD_count ! Number of correct Start Delimiters !
1 SD_error_count ! Number of defective Start Delimiters !
+ + +

I If a counter reaches its maximum value, then both this coun- !
I ter and its comparison counter are stopped. If a counter is !

| reset to zero the related coparative counter is also reset to !

! zero, then this counters are free to count again. !

+ +

! *) only possible in Master Stations !

+ +
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Table 29. Values of FDL Variables

+
t

Operating Parameters (mandatory) !

+
t

Variable ! Range of Values !

+ +

TS 11 Octet Address field, Station Address !

I'value 0 to 126 and optional Address !

! | Extension (see Part 4, subclause 4.7.2) !

| Baud_rate 19,6; 19,2; 93,75; 187,5; 500; 1500 kbit/s !

! Medium_red I single; redundant !

I HW-Release ILE_HR; HW_release (see Part 4, Data Field) !

| SW-Release ILE_SR; SW_release (see Part 4, Data Field) !
| ! |

+
!
+
!
+
!
!

T g 1520 2 161 (Bit Times) !
ImnT gpr  !2 Oto2 16.1 (Bit Times) !
'maxT gpr  !2 Oto2 16.1 (Bit Times) !
'T Qui 10 to 2 8.1 (Bit Times) !
I'T SET 12 Oto2 8.1 (Bit Times) !
'T TR 12 Oto2 24.1(Bit Times) !
| | |

e 1110 100 !

lin_ring_ I true; false !

| desired ! !

I HSA 12t0 126 !

I max_retry_ 11 to 8 (preferably 1) !

! limit ! !

+ + +

Counters (optional) !

!
I Variable !Value !

I Frame_sent_count ! 0 !
I'Retry_count !0 !

! !

i SD_count . 10 !
1 SD_error_count !0 !

+ + +
U t t

Read Value FDL
The service "Read Value FDL" is optional

The FMAL/2 delivers a FDL_READ_VALUE.request primitive to the FDL to read the
current value of a FDL variable. After receiving this primitive the FDL tries to

select the specified variable and to deliver its current value to the FMA1/2

with a FDL_READ_VALUE.confirm primitive.

Parameters of the Primitives

FDL_READ_VALUE.request
(Variable_name)

- The parameter Variable_name specifies the FDL variable whose current value
shall be read. In addition to the variables described for the FDL_SET
VALUE.request primitive (see Table 28) the following may be selected:
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Table 30. Additional FDL Variables

!I Name I ! Meaning ! '

iIT RR: I*) ! Real Rotation Time | ' !

i LAS .*) | List of Master Stations in tHe logical ring !
I GAPL *)! List all of Stations in the own GAP !
!+ *) on+|y possible in Master Stations ’ !

+ +

FDL_READ_VALUE.confirm
(Current_value)

- The parameter Current_value contains the current value of the variable which
was specified in the preceding FDL_READ_VALUE.request primitive. In addition
to the ranges of values defined for the FDL_SET_VALUE.request primitive (see
Table 29) the following ranges are permissible for the variables and the
counters above:

Table 31. Values of the additional FDL Variables

+ + +

I Variable ! Range !

+ + +

'T RR 12 Oto2 24.1 (Bit Times) !
| | |

I LAS ! preferably maximum 32 FDL addresses !

! 1 (0 to 126), optionally up to 127 FDL !

! ! addresses

I GAPL ' max. 126 FDL addresses (0 to 126) !

! linclusive FDL Status

+ + +
! Counters (optional) !

+ + +

! Variable !Range !

+ + +

| Frame_sent_count ! 0 to 2 321 !
I Retry count !0to2 161 !
| | |

1 SD_count 10to 2 321 !
I SD_error_count !0 to 2 161 !
+ + +

5.2.3.3 Fault FDL
The service "Fault FDL" is mandatory .

The FDL controller delivers a FDL_FAULT.indication primitive to the FMA1/2 to
inform FMA1/2 that it has detected a faulty condition or an event.

Parameters of the Primitive S

FDL_FAULT.indication
(Fault_type)

- The parameter Fault_type gives the following error reasons:
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Table 32. FDL Error Reasons

! Name ! Meaning !

! Duplicate_address *)! A duplicate of this station's FDL !
! I address exists. !

| Faulty_transceiver *)! The Transmitter or Receiver of this !
! I station is malfunctioning !

i Time_out ! No bus activity !
I Not_syn ! Synchronization not detected within !
! ! Syn-Interval-Time T SYNI !

1 Out_of_ring *)1 This Master Station was taken from !

! I the logical ring not on its own !

! ! initiative !

I GAP_event *)1 A change in the GAPL has occurred !

+.
t

! *) only possible in Master Stations !

+. +
t t

5.3 PHY - FMA1/2 Interface

User
! ! I !
Layer2 ! FDL ! !
! ! !
+ + FMA1/2 !
! | !
Layer1l ! PHY | !
! | !
+ +
"Layer 0" Physical Media

Figure 13. Interface between PHY and FMA1/2 in Relation to Layer Model

5.3.1 Overview of Services
The PHY Layer offers the following services to FMA1/2:

- Reset PHY

- Set Value PHY

- Read Value PHY
- Event PHY

Reset PHY (mandatory)

This service allows the FMA1/2 to reset the PHY Layer directly. The management
receives a confirmation.

Set Value PHY  (optional)

With this service the FMA1/2 is able to set certain variables in the PHY. PHY
gives a confirmation to the FMA1/2 as to whether the variable could take the
desired value.
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Read Value PHY (optional)

With this service the FMAL/2 is able to read certain variables of the PHY. In
the response the current value of the selected variable is transferred to the
FMA1/2.

Event PHY (optional)
The PHY uses this service to inform the FMA1/2 about the changes in value of
certain variables.
5.3.2 Overview of Interactions
The services mentioned in subclause 5.3.1 are described by following primitives
(PHY_...):
Service Primitive permissible for
following users

Reset PHY PHY_RESET.request Master and Slave
PHY_RESET.confirm -

Set Value PHY PHY_SET VALUE.request  Master and Slave
PHY_SET_VALUE.confirm -t

Read Value PHY PHY_READ_ VALUE.request Master and Slave
PHY_READ_VALUE.confirm -t

Event PHY PHY_EVENT.indication Master and Slave

Temporal Relationships of Service Primitives:

Master/Slave Master/Slave
Station 1 Station n
FMA1/2 ! PHY ! !

! ! !
PHY_XXXXX.req ! ! !
—————————————— >l-- ! !

) ! !
PHY_XXXXX.con ! ) ! !
Commmmmmmemees I<- ! !

! ! !

Figure 14. Reset PHY, Set Value PHY, Read Value PHY Service

Master/Slave Master/Slave
Station 1 Station n

FMA1/2 ! PHY ! !
! ! !
! ! !

PHY_EVENT.ind ! ! !

Figure 15. Event PHY Service
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5.3.3 Detailed Specification of Services and Interactions

5.3.31 Reset PHY
The service "Reset PHY" is mandatory .

The PHY_RESET.request primitive is given to the PHY by the FMA1/2 to reset PHY.
The PHY executes this in exactly the same manner as at a Power On (Transmitter_
output: enable; Receiver_signal_source: primary; Loop: disable). An immediately
returned PHY_RESET.confirm primitive informs the FMA1/2 of the executed reset.

Parameters of the Primitives:
PHY_RESET.request
PHY_RESET.confirm

- Both primitives have no parameters.

5.3.3.2 Set Value PHY, Read Value PHY
Set Value PHY
The service "Set Value PHY" is optional

The FMA1/2 delivers a PHY_SET_VALUE.request primitive to the PHY to set a speci-
fied variable to a desired value. After receiving the primitive the PHY selects

the variable and sets it to the value. The FMAL/2 receives a confirmation in a
PHY_SET_VALUE.confirm primitive.

Parameters of the Primitives

PHY_SET_VALUE.request
(Variable_name, Desired_value)

- The parameter Variable_name specifies the following variables:

Table 33. PHY Variables (Set Value)

+ + +
! Name ! Meaning !

+ + +

I Transmitter_output ! Transmitter Output !

! Received_signal_source ! Receiver Input !
! Loop ! The Transmitter Output is directed !
! ! to the Receiver Input and notto !

! ! the Medium !

+ + +
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- The parameter Desired_value specifies the new value for the variable:

Table 34. Values of PHY Variables (Set Value)

+ +
Variable ! Values !
+ +
| Transmitter_output ! enabled (indirect); disabled !
! Received_signal_source ! primary (standard source = Bus a) !
! ! alternate (alternative source =
! ! Bus b),(see Part 2, clause 4.3) '
! I'random (either Bus a or Bus b) !
! Loop ! enabled; disabled !

+ =+

+
t

PHY_SET_VALUE.confirm
- This primitive has no parameters.
Read Value PHY

The service "Read Value PHY" is optional

The FMA1/2 delivers a PHY_READ_VALUE.request primitive to the PHY to read a
specified variable. The PHY transfers the value of the variable in a PHY_READ_

VALUE.confirm primitive to the FMA1/2.
Parameters of the Primitive S

PHY_READ_VALUE.request
(Variable_name)

- The parameter Variable_name specifies the following variables:

Table 35. PHY Variables (Read Value)

! Name ! Meaning !

| Transmitter_output ! Transmitter Output !

! Received_signal_source ! Receiver Input !
! Loop linternal Send Receive Loop !

PHY_READ_VALUE.confirm
(Current_value)

- The parameter Current_value contains the current value which was requested
with the preceding PHY_READ_VALUE.request primitive. The following values are

permitted for the variables:

Table 36. Value of PHY Variables (Read Value)

! Variable ! Values !

| Transmitter_output ! enabled; disabled !

! Received_signal_source ! primary; alternate !
! Loop ! enabled; disabled !

+. +
t t
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5.3.3.3 Event PHY
The service "Event PHY" is optional

The PHY uses this service to inform the FMA1/2 that a variable value was
changed.

Parameters of the Primitive S

PHY_EVENT.indication
(Variable_name, New_value)

- The parameter Variable_name specifies the variable whose value was changed:

Table 37. PHY Variables (Event)

! Name ! Meaning !

| Transmitter_output ! Transmitter Output !
! Received_signal_source ! Receiver Input !
+ + +

- The parameter New_value specifies the new value of the variable.

Table 38. Values of PHY Variables (Event)

+ + +

! Variable I Values !

+ + +

| Transmitter_output ! disabled; enabled !

! Received_signal_source ! primary; alternate !
+ + +

O Copyright by PNO 1997 - all rights reserved



Page 97
PROFIBUS-Specification-Normative-Parts-4:1997

PROFIBUS Specification - Normative Parts
Part 4

Data Link Layer Protocol Specification

O Copyright by PNO 1997 - all rights reserved



3

4

4.1
41.1
41.1.1
41.1.2
41.1.3
41.1.4
41.1.5
4.1.2
4.1.3
4.1.4
4.1.5
4.1.6
4.1.7
4.2
4.2.1
4.2.2
4.2.3
4.3

4.4

4.5
45.1
45.2
4.6
4.6.1
4.6.2
4.6.3
4.6.4
4.7
4.7.1
4.7.2
4.7.2.1
4.7.2.2
4.7.3
4.7.4
4.7.5
4.8

PROFIBUS-Specification-Normative-Parts-4:1997

Contents

GENEIAl ..o 99

Medium Access Methods and Transmission Protocol (Data Link
Layer, FDL) ...ooovrieeecceeie e 99
Transmission Procedures and FDL Controller ..........ccccccceeeeeen. 99
Token ProCcedures ........ccouveeeeeeiieiieeeiisiiieeeee 100
TOKEN PASSING ..ovvvvieiiiiiiiiiie e 100
Addition and Removal of Stations ..........ccccccevviiiiiiiinnnee. 101
(Re)Initializing the Logical Token RiNg ...........cvvvvvviinnnnnnn. 102
Token Rotation TIMe ......cooooiiiiiiiiiiieeee e 103
Message PrioritieS ..........oovvvviiiiiiiiiiiinieie e, 104
Acyclic Request or Send/Request Mode ............ccceeevvvvvennneee 104
Cyclic Send/Request Mode ...........cevveceeiiiiiiiieieeeieieeeenns 104
Request FDL Status of all Stations (Live List) ......ccccccceveeee. 105
Status of the FDL Controller ..........cccccooiveiiiiiiiiiiinnns 106
FDL Initialization ............coooiiiiiiiiiiieiieieeees 110
Timer Operation ...........ccccovvvvevveiiiiere e 111
Cycle and System Reaction TIMES ..........vvvvvveciiiiiiiieeeeeennn, 116
Token Cycle TIME ....coooeeeeiiiiieece e 116
Message Cycle TiMe ......cooovviiiviiiiiiiiiii e, 117
System Reaction TIMES ........cccovviiiiiiiiiiciee e, 118
Error Control Procedures .........cccveeeeeeviiiieeinnniniies 118
Timers and COUNEEIS ......ccooveiiiiiiiiiiiiiieeeeeeee e 119
Frame Structure .........cccccoeeeiiiiiiiiiiieenn 121
Frame Character (UART Character) .......ccccccceeveeeeiiiiiinnnnn, 121
Bit Synchronizing ..........cccceciiiiiiiniiiieeee, 121
Frame FOrmats ... 121
Frames of fixed Length with no Data Field .......................... 122
Frames of fixed Length with Data Field ...............cccccceeeen. 123
Frames with variable Data Field Length ...........cccccccceeent. 124
ToKen Frame ..........ooovviiiiiiiies e 125
Length, Address, Control and Check Octet .........cccccceeeeernnnnn. 125
Length Octet (LE, LEr) ..o 125
Address Octet (DA/SA) ... 126
Address Check .........ooovviiiiiiiiiiiiiii e, 128
Link Service Access Point (LSAP) ..., 128
Control Octet (FC) ....uvvviiiiiiiiieaeeeeieiiieeeeeee e 129
Check Octet (FCS) ...uvviiiiiiiiiiiieeei e 132
Data Field (DATA_UNIT) oo 133
Transmission Procedures ........cccccceeeeeeeeiiiiiieeeeivininnnnnn, 136

O Copyright by PNO 1997 - all rights reserved

Page 98

Page



Page 99
PROFIBUS-Specification-Normative-Parts-4:1997

1 Scope

(see Part 2)

2 Normative References

(see Part 2)

3 General

(see Part 2)

4 Medium Access Methods and Transmission Protocol (Data Link Layer, FDL)

A PROFIBUS System uses controlled medium access accomplished by a hybrid medium

access method: a decentral method according to the principle of Token Passing is
underlain by a central method according to the Master - Slave principle. Medium
access control may be exercised by each master station (active station). Slave

stations (passive stations) act neutrally in respect to medium access, i.e. they

do not transmit independently but only on request.

Communication is always initiated by the master station which has the permission

for medium access, the token. The token is passed from master station to master
station in a logical ring and thus determines the instant, when a master station

may access the medium. Controlled token passing is managed by each station know-
ing its predecessor (Previous Station, PS), the station from which it receives

the token. Furthermore each station knows its successor (Next Station, NS), i.e.

the station to which the token is transmitted, and its own address (This Sta-

tion, TS). Each master station determines the PS and NS addresses after the
initialization of the operating parameters for the first time and then later
dynamically according to the algorithm described in subclause 4.1.1.2.

If the logical ring consists of only one master and several slave stations then
it is a pure master - slave system.

The following error conditions, exceptions and operational states in the system
are dealt with:

1) multiple tokens

2) lost token

3) error in token passing

4) duplicate station addresses

5) stations with faulty transmitter/receiver

6) adding and removing stations during operation
7) any combinations of master and slave stations

4.1 Transmission Procedures and FDL Controller

The exchange of messages takes place in cycles. A message cycle consists of a
master station's action frame (request or send/request frame) and the associated
acknowledgement or response frame of a master or a slave station. User data may
be transmitted in the action frame (send) as well as in the response frame
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(response). The acknowledgement frame does not contain any user data (for frame
formats see clause 4.6).

The complete message cycle is only interrupted for token transmission an d for
th e transmission of data without acknowledgement (e.g. necessary for broadcast
messages). In both modes of operation there is no acknowledgement. In broadcast

messages a master statio n (initiator ) addresses all other stations at the same

time by means of a global address (highest station address, all address bits

binary "1").

All station s except the respective token holder (initiator) shall in general

monitor all requests. The stations acknowledge or respond onl y when they are ad-
dressed . The acknowledgemen t or response shall arrive within a predefined time,

the Slot Time, otherwise the initiator repeats the request if it is no ta “first
request" (see subclause 4.7.3, FCB). A retry or a ne w reques t shal | not be
issued by the initiator before the expiration of a waiting period , the Idl e Time

(see subclause 4.1.7).

I f the responder does not acknowledge or respond after a predefined number of
retries (see subclause 4.1.6), it is marke d as "non-operational” . Ifa responder
is "non-operational”, a later unsuccessful request will not be repeated.

The modes of transmission operation define the time sequence o f th e message
cycles. Four types are distinguished:

1) Token handling

2) Acyclic request or send/request operation

3) Cyclic send/request operation, polling

4) Registration of stations

41.1 Token Procedures

41.1.1 Token Passing

The token is passed from master station to maste r statio n in ascendin g numerical
orde r of station addresses by means of the token frame (see subclause 4.6.4).

The one exception is that, to close the logical token ring, the statio n wit h the

highest address passes the token to the station with the lowest address (see
Fig .1).

Token Reception:

Ifa master statio n (TS) receives a token frame addressed to itself from a sta-

tion which is registered as Previous Station (PS) in its Lis t of Activ e Stations
(LAS), it owns the token and may execute message cycles. The LAS i s generate d in
the master station in the "Listen_Token" stat e (se e subclaus e 4.1.5 ) afte r power
on and update d and corrected , if necessary, later on upon receipt of a token

frame.

If the token transmitter is not the registered PS, the addresse e shal | assume an
error and not accept the token. Only a subsequent retry of th e same PS is ac-
cepted and results in the token receipt, because th e toke n receive r shal | assume
now that the logical ring has changed. It replaces the originall y recorde d PS in

its LAS by the new one.
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Logical Token Ring of Master Stations
with Token Passing Direction

Femee e meeeeecec e e +
| |
I TS<NS<PS PS<TS<NS PS<TS<NS NS<PS<TS !
I 4t +oaat +-—-+ +-—+ |
+->121--5141-->161-------- >191-->+
+-+-+ +---+ +-—+ +---
| | | |
| ] | |
B e e e Fommm o eeeeeeee +-meee +---
| 1 | | 1
1 1 | | 1
111 131 151 171 110!

Slave Stations

TS This Station; PS Previous  Station; NS Next Station

Figure 1. Logical Token Passing Ring

Token Transmission:

After the master station has finished its message cycles - contingent mainte-
nance of the GAP Station List (GAPL, see subclause 4.1.1.2) included - it passes
the token to its successor (NS) by transmitting the token frame. The functional-
ity of its transceiver is checked by simultaneous monitoring (see subclause
4.1.5, "Pass_Token" state).

If, after transmitting the token frame and after expiration of the Syn Time
within the Slot Time (see subclause 4.1.7), the token transmitter receives a
valid frame, i. e. a plausible frame header without any errors, it assumes that

its NS owns the token and executes message cycles. If the token transmitter
receives an invalid frame, it assumes that another master station is trans-
mitting. In both cases it ceases monitoring the token passing and retires, i.e.

it enters the "Active_ldle" state (see subclause 4.1.5).

If the token transmitter does not recognize any bus activity within the Slot
Time, it repeats the token frame and waits another Slot Time. It retires there-
after, if it recognizes bus activity within the second Slot Time. Otherwise it
repeats the token frame to its NS for a last time. If, after this second retry,

it recognizes bus activity within the Slot Time, it retires.

If, after the second retry, there is no bus activity, the token transmitter
tries to pass the token to the next but one master station. It continues repeat-
ing this procedure until it has found a successor from its LAS. If it does not
succeed, the token transmitter assumes that it is the only one left in the logi-
cal token ring and keeps the token or transmits it to itself, if no message
cycles are requested. If it finds a NS again in a later station registration, it

tries again to pass the token.

4.1.1.2 Addition and Removal of Stations

Master and slave stations may be connected to or disconnected from the transmis-
sion medium at any moment. Each master station in the logical token ring is re-
sponsible for the addition of new stations and the removal of existing stations,
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the addresses of which are situated in the range from the own station address
(TS) to the next station (NS). This address range is called GAP and is repre-
sented in the GAP List (GAPL), except the address range between Highest Station
Address (HSA, see Part 3, Set/Read Value FDL, variables) and 127, which does not
belong to the GAP.

Each master station in the logical token ring examines its address range (all
GAP addresses) periodically in the interval given by the GAP Update Time (T

for changes concerning master and slave stations. This is accomplished by exam-
ining  one address per token receipt, using the "Request FDL Status" action frame
(see table 3a, b7=1, Code-No 9: Format 4.6.1A).

Upon receiving the token, GAP maintenance starts immediately after all queued
message cycles have been conducted, if there is still transmission time avail-
able (see subclause 4.1.1.4). Otherwise GAP maintenance starts upon the next or
the consecutive token receipts immediately after the high priority message
cycles have been performed (see subclause 4.1.1.5). In realizations care shall

be taken that GAP maintenance and low priority message cycles do not block each
other.

GAP addresses are examined in ascending order, except the GAP which surpasses

the HSA, i.e. the HSA and the address O are not used by a master station. In
this case the procedure is continued at address 0 after checking the HSA. If a
station acknowledges positively with the state "not ready” or "slave station”
(see table 3a, b7=0, Code-No 0, no SC, and Fig. 18), it is accordingly marked

in the GAPL and the next address is checked. If a station answers with the state
"ready to enter logical token ring", the token holder changes its GAP or GAPL
and passes the token to the new NS. This station which has newly been admitted
to the logical token ring has already built up its LAS (List of Active Sta-
tions), when it was in the "Listen_Token" state, so that it is able to determine

its GAP range or GAPL and its NS.

If a station answers with the state "master station in logical token ring", then

for the time being the token holder does not change its GAP and passes the token
to the NS given in the LAS. Thus the "jumped over" master station shall retire
from the bus itself and shall enter in the "Listen_Token" state because of no
correct status report. In this state it generates a new LAS and remains in this
state until it is addressed once more by a "Request FDL Status" transmitted by
its predecessor (PS).

Stations which were registered in the GAPL and which do not respond to a

repeated "Request FDL State" are removed from the GAPL and are recorded as un-

used station addresses. Requests to station addresses, which have not been used
so far, are not repeated.

41.1.3 (Re)Initializing the Logical Token Ring

Initialization is primarily a special case of updating the LAS and the GAPL. If
after power on (PON) of a master station in the "Listen_Token" state a time-out

is encountered, i.e. no bus activity within T TO (see subclause 4.1.7), it shall

claim the token ("Claim_Token" state), "take it" and start initializing.

When the entire PROFIBUS System is initialized, the master station with the low-
est station address starts initialization. By transmitting two token frames ad-
dressed to itself (DA = SA = TS) it informs any other master stations (entering
a NS into the LAS) that it is now the only station in the logical token ring.
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Then it transmits a "Request FDL Status" frame to each station in an increment-
ing address sequence, in order to register other stations. If a station responds
with "master station not ready" or with "slave station" it is entered in the
GAPL. The first master station to answer with "ready to enter logical token
ring" is registered as NS in the LAS and thus closes the GAP range of the token
holder. Then the token holder passes the token to its NS.

Re-initialization becomes necessary after loss of the token. In this case an en-
tire bus initialization sequence is not required, because LAS and GAPL already
exist in the master stations. The time out expires first in the master station

with the lowest address. It takes the token and starts executing regular message
cycles or passes the token to its NS.

41.1.4 Token Rotation Time

After a master station has received the token, the measurement of the token ro-

tation time begins. The time measurement of the expired cycle ends at the next

token receipt and results in the real token rotation time T RR (Real Rotation
Time). At the same instant a new measurement of the following rotation time

starts. T  RRIs of significance for carrying out low priority message cycles.

In order to keep within the system reaction time required by the field of appli-
cation, the Target Rotation Time T TR of the token in the logical ring shall be
defined.

The system reaction time is defined as the maximum time interval (worst case)
between two consecutive high priority message cycles of a master station, meas-
ured at the FDL interface (see Part 3, clause 4) at maximum bus load.

Independently of the Real Rotation Time, each master station may always execute
one high priority message cycle per token receipt.

In order to perform low priority message cycles, T RRshall be less than T TR at
the instant of execution, otherwise the station shall retain low priority mes-
sage cycles and transmit them at the next or the following token receipts.

A system's minimum Target Rotation Time depends on the number of master stations

and thus on the token cycles (T TO) and the duration of high priority message

cycles (high T MQ- The predefined Target Rotation Time T TR shall also contain
sufficient time for low priority message cycles and a safety margin for poten-

tial retries.

In order to achieve a Target Rotation Time as short as possible, it is recom-

mended in connection with the Application Layer 7 (APP), to declare only rarely

occurring and important events (see Part 3, subclause 4.1.3.1) as high priority

message cycles and to strictly restrict their length (e.g. < 20 octets for the
DATA_UNIT, see clause 4.5).

If the cycle times defined in clause 4.2 (formulas (21) and (22)) are included

and possible retries are taken into consideration, the operating parameter

"Target Rotation Time T TR' (see subclause 4.1.7), which is necessary for
initialization, is calculated as follows:
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mnT TR =
na - (T Tc+highT Mg + kK “lowT mc+ mt - RETT mcC D

Explanations:

na number of master stations

k estimated number of low priority message cycles per token rotation
TTC token cycle time

T™™C message cycle time, depending on frame length (see subclause 4.2.2)
mt number of message retry cycles per token rotation

RET TmcC message retry cycle time

The first term contains one high priority message cycle per master station and
token rotation. Thus the maximum reaction time for high priority message cycles

without retry cycles is guaranteed for all bus loads. The second term contains

the estimated number of low priority message cycles per token rotation. The

third term serves as a safety margin for potential retries.

41.15 Message Priorities

In the service classes for message cycles the user of the FDL interface
(application layer) may choose two priorities: "low" and "high". The priority is
passed to the FDL with the service request.

When a master station receives the token, it always performs all available high

priority message cycles first and then the low priority ones. If at the receipt

of the token the Real Rotation Time T RRIs equal to or greater than the Target
Rotation Time T TR, only one high priority message cycle including retries in the
case of an error may be performed. Then the token shall be passed to NS immedi-

ately.

In general after the receipt of the token or after the first high priority mes-
sage cycle the following is to be considered: high priority or low priority mes-

sage cycles may be carried out only if at the beginning of the execution T RRIS
less than T TR and thus the Token Holding Time T TH=T TR-T RRIs stil avail-

able. Once a high or low priority message cycle is started it is always com-

pleted, including any required retry (retries), even if T RR reaches or exceeds
the value of T TR during the execution. The prolongation of the Token Holding

Time T TH caused thereby automatically results in a shortening of transmission
time for message cycles at the next token receipt.

4.1.2 Acyclic Request or Send/Request Mode

In the Acyclic Request or Send/Request Mode single message cycles are conducted
sporadically. The master station's FDL Controller initiates this mode due to a

local user's request upon receipt of the token. If there are several requests,

this mode of operation may be continued until the maximum allowed token rotation
time expires.

4.1.3 Cyclic Send/Request Mode

When polling, the master station cyclically addresses stations with the request
"Send and Request Data low" (see table 3a), according to a predefined sequence,
the Poll List. The Poll List is passed to the FDL Controller by the local FDL
user. All slave and master stations to be polled are marked in this list. The
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stations which do not answer during the polling in spite of retries are marked
as "non-operational”. In later request cycles these stations are requested on
trial, without any retry. If stations answer in this procedure, they are marked

as "operational".

After receipt of the token, handling of the Poll List (Poll Cycle) is only
started after all requested high priority message cycles have been carried out.

If required, polling is underlain with some additional low priority message
cycles such as the Acyclic Request or Send/Request Mode, station registration
(Live List) and GAP maintenance.

After each complete Poll Cycle the requested low priority message cycles are
performed in turn. The order in which the message cycles are performed obeys the
following rules:

If the Poll Cycle is completed within the Token Holding Time T TH i-e. there is
still Token Holding Time available, the requested low priority message cycles

are carried out in turn as far as possible within the remaining Token Holding

Time. A new Poll Cycle starts at the next receipt of the token which has Token

Holding Time for low priority message cycles available.

If at the end of a Poll Cycle there is not any further Token Holding Time avail-
able, the requested low priority message cycles are as far as possible processed
at the next token receipt that has available Token Holding Time for low priority
message cycles. After that, a new Poll Cycle starts as described above.

If a Poll Cycle takes several Token Holding Times, the Poll List is processed in
segments, but without inserting requested low priority message cycles. Low pri-
ority message cycles are carried out only at the end of a complete Poll Cycle,
as described above.

The low priority message cycles which underlie the polling are performed in the
order of their arrival. Thereby for GAP maintenance at most one address of the
GAPL shall be checked between Poll Cycles as described in subclause 4.1.1.2.

The Poll Cycle time, i.e. the maximum station delay time, depends on the dura-
tion of a message cycle (see clause 4.2), on the token rotation time, on the
length of the Poll List and on the underlain low priority message cycles. With
multiple entries of a few individual stations in the Poll List the request pri-

ority of these stations may be increased, and thus their reaction time short-
ened.

4.1.4 Request FDL Status of all Stations (Live List)

The FDL Controller enters this mode of operation if the local user requests a
Live List via management (FMA1/2). At token receipt the mode starts after per-
forming any previously requested low priority message cycles. During polling the
mode is performed between Poll Cycles. A cyclic "Request FDL Status" is used
(see table 3a, b7=1, Code-No 9). According to the given FDL address space (DA =
0 to 126, see subclause 4.7.2) each possible station is addressed once, except
the master stations registered in the LAS. The correctly responding stations,

i.e. those which acknowledge positively (see table 3a, b7=0, Code No 0, no SC),
and the master stations of the LAS are entered in the Live List as existing
master or slave stations (see subclause 4.7.3, Station Type). The Live List is
formally structured as follows:
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Table 1. Live-List

! Entry ! Name !

I Length of Live-List = 3 to 2n+1 !

! FDL Address (DA) of Station k !

I Station Type and FDL Status k !

I DA of Station k+1 !

I Station Type and FDL Status k+1 !
!

OB WNE

. !

| DA of Station n !

I+1 !  Station Type and FDL Status n !

+ + +

! k: first live Station; n <127;1 <254 !
+ +

[

[ !
1

!

41.5 Status of the FDL Controller

A master station's FDL Controller (in the following denoted FDL) is described by
means of 10 FDL states and the transitions between them. A slave station has two
FDL states.

Fig. 2 shows as an overview the combined FDL state diagram of the master (state
0 to 9) and the slave station (state 0 and 10).

Offline

The "Offline" state shall be entered immediately after power on, after the
FMA1/2 service "Reset FDL" (see Part 3, subclause 5.2.3.1), or after certain
error conditions have been detected. After power on each station should perform
a self-test. This internal self-test depends on the implementation and does not
influence the other stations. For this reason, the self-test procedure is not
specified in this specification.

After terminating the power on sequence, the FDL remains in the "Offline" state
until all required operating parameters (see subclause 4.1.6) have been initial-

ized. The FDL may only then connect to the transmission medium, but without
transmitting itself.

Passive_ldle

After its parameters are initialized, the slave station's FDL shall enter the
"Passive_ldle" state and listen to the line. If a plausible action frame (send/
request frame), addressed to that station, is received, the FDL shall acknowl-
edge or respond as required, except for frames with global address (broadcast
message, see subclause 4.7.2) and token frames addressed to itself. The token
frame is discarded.

At the occurrence of the FMA1/2 service "Reset FDL", and if a fatal error (e.qg.
continuous transmission) is detected, the FDL re-enters the "Offline" state.

Listen_Token

After its operating parameters have been initialized, the master station's FDL
shall enter the "Listen_Token" state, if it is ready to enter the logical token

ring. In this state the master station's FDL shall monitor the line in order to
identify those master stations which are already in the logical token ring. For

that purpose token frames are analyzed and the station addresses contained in
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them are used to generate the list of active stations (LAS). After listening to

two complete identical token rotations, the FDL shall remain in the "Listen_
Token" state until it is addressed by a "Request FDL Status" transmitted by its
predecessor (PS). It shall respond with "ready to enter logical token ring" and

at receiving the next token frame addressed to itself, it shall enter the
"Active_Idle" state. During LAS generation any "Request FDL Status" is not
acknowledged or responsed with "not ready". All other frames are not processed
in the "Listen_Token" state, i.e. they are neither acknowledged nor answered.

If the FDL detects its own address as source address (SA) in two token frames
when registering the master stations, it shall assume that another master sta-
tion with the same address exists already in the ring. The FDL shall then re-en-

ter the "Offline" state and report this to management (FMA1/2).

If the FDL observes no bus activity for the time-out period, it shall assume
that an initialization or a restoration of the logical token ring is necessary.
The FDL tries to claim the token and to (re)initialize the logical ring.

Active_ldle

On leaving the "Listen_Token" state, the master station's FDL shall enter the
"Active_ldle" state and listen to the bus line without becoming active. If it
receives a plausible action frame addressed to itself, it shall acknowledge or
respond as required. After receiving a token frame addressed to itself, it shall
enter the "Use_Token" state, if the station wants to remain in the logical token
ring, otherwise it shall re-enter the "Listen_Token" state. This state shall
also be entered in the case of an error, if two token frames with SA = TS are
received in immediate succession.

If the FDL find out that it was taken from the logical token ring not on its own
initiative, it also shall enter in the "Listen _Token" state and report this
(Out_of_ring) to management (FMAL/2).

If the FDL observes no bus activity for the time-out period, it shall assume
that a restoration of the logical token ring is necessary. The FDL tries to
claim the token and to (re)initialize the logical ring ("Claim_Token" state).

Claim_Token

The FDL shall enter the "Claim_Token" state after the "Active_ldle" state and
the "Listen_Token" state, when its time-out has expired. In this state it shall

try to re-initialize the logical ring or to start an initialization. When re-
initializing, the stations' status lists (LAS and GAPL) are still available, and

thus the "Use_Token" state is entered immediately.

When initializing, at first the token shall be addressed twice to the own FDL,

i.e. NS = TS, namely in the "Pass_Token" state. This is necessary in order to
cause an entry in the other master stations' LAS. After token transmission the

own GAPL and the NS shall be created in the "Await_Status_Response" state by
means of "Request FDL Status" requests to the following station addresses.

Use Token

The FDL shall enter the "Use_Token" state after receiving a token or after
(re)initialization. This is the state in which the FDL may carry out high prior-
ity and low priority message cycles.
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On entering this state T RR(Real Rotation Time) shall be read from the Token Ro-

tation Timer and the timer shall be restarted. One high priority message cycle

is always possible. A further high priority or low priority message cycle or

generally a low priority message cycle may only be carried out if T RR<T TR

(Target Rotation Time) at the instant of execution.

After each transmitted action frame the FDL shall enter the "Await_Data_
Response" state and start the Slot Timer (see subclause 4.4). It may return to
the "Use_Token" state as soon as the frame transmitted before has been confirmed
to the user.

The FDL shall enter the "Check_Access_Time" state, if at the beginning of
"Use_Token" no high priority message cycle is to be performed, or after the com-
pletion of a high priority or low priority message cycle.

Await_Data_Response

This state shall be entered after the transmission of an action frame. The FDL
waits one Slot Time for the receipt of the acknowledgement or response frame.

In the case of a SDN service (Send Data with No Acknowledge) no acknowledgement
is awaited. The FDL re-enters the "Use_Token" state in order to process poten-

tial further requests. In the case of a request with acknowledgement or response

the FDL shall wait for one of the following events:

a) a valid acknowledgement frame or valid response frame addressed to the
request's initiator.

b) any other valid frame (e.g. token frame or action frame)

¢) invalid frame (start-, end-, length-, FCS-byte error; start-, stop-, parity-
bit error or slip error) or Slot Time expired (see subclause 4.1.7).

After receiving and processing an acknowledgement or response frame, the FDL
shall re-enter the "Use_Token" state in order to process potential further
service requests.

Receipt of another valid frame indicates that an error has occurred. The FDL
shall enter the "Active_Idle" state and discard the received frame.

If an invalid frame is received or the Slot Time expires, the FDL shall retry

the transmission of the action frame. If after the retry (retries) no valid
acknowledgement or response is received, the FDL shall notify the user accord-
ingly and re-enter the "Use_Token" state. Further requests to this station are
not repeated in case of errors, until a correct message cycle (Send/Request
Data) has been performed.

Check_Access_Time

In this state the available Token Holding Time shall be computed by means of the
difference T TR-T RR Only if there is still Token Holding Time available, the
FDL may re-enter the "Use_Token" state. Otherwise the FDL shall enter the
"Pass_Token" state.

Pass_Token

In the "Pass_Token" state the FDL shall try to pass the token to the next sta-
tion (NS) in the logical ring. When transmitting the token frame, the FDL shall
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check by simultaneous monitoring if the transceiver is working correctly. If it
does not receive its own token frame, there is a fatal error in the transmit or
receive channel. The FDL shall stop its activity in the logical ring, enter the
"Offline" state and notify management (FMA1/2).

If the FDL receives its own token frame corrupted, this may be caused by a tem-
porarily defective transmitter, receiver, or by the bus line. This error condi-

tion does not result in stopping activities in the first instance, instead the

FDL shall enter the "Check _Token_Pass" state as after receiving the token frame
correctly. Only after the token frame has been retransmitted (due to no reaction
from NS) and monitored as incorrect, shall the FDL stop its activity in the
logical ring, enter the "Listen_Token" state and notify the management (FMA1/2).

When the GAP Update Time has expired, but there is still Token Holding Time T
available, before passing the token the FDL shall try to record one possible new
station in the GAP, in order to include it in the logical ring, if necessary.

For that purpose FDL transmits a "Request FDL Status" and enters the "Await_Sta-
tus_Response" state. If then a new master station acknowledges that it wants to
be included in the logical ring, the FDL shall pass the token to this station.

After the token has been successfully passed, the own GAP is shortened to the
new station.

If a status request is answered by a new slave station or a master station that
does not want to be included in the ring, that station shall be entered in the
GAPL. If an existing station does not answer even after a retry, it shall be de-
leted from the GAPL, i.e. be marked as an unused address.

If during GAP maintenance no new master station answers, the FDL shall pass the
token to its original NS and enter the "Check_Token_Pass" state. Only if no suc-
cessor is known, i.e. the FDL is at the moment the only active station on the
bus, it shall pass the token to itself and then re-enter the "Use_Token" state.

Check_Token_Pass

"Check_Token_Pass" is the state in which the FDL waits one Slot Time for a reac-
tion of the station to which it has passed the token. This waiting time allows

for the delay between the receipt of the token frame and the ensuing transmis-

sion reaction of the addressed station.

If the FDL detects a valid frame header within one Slot Time, it shall assume
that the token passing was successful. The frame shall be processed as if it
were received in the "Active_Idle" state, i.e. the FDL shall enter this state.

If an invalid frame is detected within the Slot Time, the FDL shall assume that
another station is active and therefore also enter the "Active_ldle" state.

If the FDL does not receive any frame within one Slot Time, it shall re-enter
the "Pass_Token" state and react as described in subclause 4.1.1.1.

Await_Status_Response

This state is entered from the "Pass_Token" state after it has been decided that

a successor is not known, as e.g. during initialization or GAP maintenance. In

this state the FDL shall wait one Slot Time for an acknowledgement frame. If
nothing or a corrupted frame is received, the FDL shall re-enter the "Pass_

Token" state, in order to repeat either the request or to pass the token to

itself or to its successor.
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If the FDL receives any other frame instead of an acknowledgement frame
(indicates that multiple tokens may exist), it shall enter the "Active_ldle"

state.

4.1.6
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PON Power On/Reset FDL

0: Offline

1: Listen_Token
2: Active_|
3: Claim_Token
4: Use_Token

FDL Initialization

5: Await_Data_Response

6: Check_Access_Time

Idle 7: Pass_Token

10: Passive_ldle

Figure 2.

8: Check_Token_Pass
9: Await_Status_Response

FDL State Diagram

After power on (PON) the FDL Controller of master and slave stations shall enter
the "Offline" state. Within this state the FDL Controller does not receive or
transmit any signals (frames) from or to the bus line respectively.

The FDL Controller may enter the "Passive_ldle" or "Listen_Token" state from the
"Offline" state only, if the operating parameters (FDL Variables) have been set
for correct protocol handling (see Part 3, subclause 5.2.3, Set Value FDL). The
following operating parameters shall be provided by management (FMA1/2):
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Table 2. Operating Parameters

! Ser. No ! Name !
! Stat|on Address TS !
| Data Signalling Rate (Baud_rate; kbit/s) !
I Single/Redundant Media available !
| Release of Hardware and Software !
! Slot Time T SL !
| Station Delay Time min T SDR !
*) | Station Delay Time max T SDR !
*) | Transmitter fall/Repeater switch Time T QuI !
! *) ! Setup Time T SET !
! 10 *) ! Target Rotation Time T TR !
1 11 *) ! GAP Update Factor G !
1 12 *) | Master Station enter/leave the Logical Ring !
1 13 *) I Highest Station Address (HSA) !
1 14 *) I Maximum Number of Retries (max_ retry limit) !
+ +
! *) applies only to Master Stations !
+

CoO~NOOAWNEF

|
|
|
|
|
|
|
|
|
|
|
|
|
|

4.1.7 Timer Operation

The following times T are measured in bits. A time t in seconds (s) shall there-
fore be divided by the bit time t BIT -

Bit Timet BIT:

The Bit Time t BIT is the time which elapses during the transmission of one bit.
It is equivalent to the reciprocal value of the transmission rate:

t BIT = 1/ Transmission Rate in bit/s. (2)
Syn Time T syYN

The Synchronization Time T SYN is the minimum time interval during which each
station shall receive idle state (idle = binary "1") from the transmission

medium before it may accept the beginning of an action frame (request or send/

request frame) or token frame. The Syn Time equals:

TsyN = 33 bit 3
Syn Interval Time T SYNI:
The Synchronization Interval Time T SYN| serves the supervision of the maximum

allowed time interval between two consecutive Syn Times or receiver synchroniza-
tions. This time comprises two complete message cycles, each of which consists
of two frames of maximum length and the related Syn Times. A transmission dis-
turbance is permitted in one of those Syn Times:

TSYNI =

2 - (2 - (33bit+255 - 11 bit)) + 33 bit = 11 385 bit (4)
Station Delay Time T SDx:

The Station Delay Time T SDx is the period of time which may elapse between the

transmission or receipt of a frame's last bit until the transmission or receipt
of a following frame's first bit (with respect to the transmission medium, i.e.
including line receiver and transmitter). The following three station delays are
defined:
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1) Station Delay of Initiator (station transmitting action or token frame):

Tspr =t spl /'t BIT

2) Minimum Station Delay of Responders (stations which acknowledge or respond):
min T Spr = mint SDR/t BIT
3) Maximum Station Delay of Responders:

max T SpRr = max t SDR/t BIT

When transposing the NRZ signals into a different signal coding, the transmitter
fall time after switching off the transmitter (at the initiator) shall be taken

into account if it is greater than T SDR During this Quiet Time T
sion and receipt of frames shall be disabled. This shall also be taken into ac-
count when using self-controlled repeaters, whose switching time shall be taken
into consideration. For T QuI:

TQul < minT SDR

In order to fulfil condition (8), it may be necessary to prolong T
Ready Time T RDY

The Ready Time T  RpYis the time within which a master station shall be ready to
receive an acknowledgement or response after transmitting a request. The Ready
Time is defined as follows:

TRDY< minT  gSpR
In order to fulfil this condition it may be necessary to prolong T

When transposing NRZ signals into a different signal coding, the Quiet Time
shall also be taken into consideration when switching off the transmitter. The
receiver shall not be enabled before this time:

TQul < T RDY

In order to fulfil this condition, it may be necessary to prolong T
TspRraccordingly.

Safety Margin T SM
The following time interval is defined as Safety Margin T SM
Tsm= 2bit+ 2 " TSET+ T Qui

TsEgT IS the set-up time which expires from the occurrence of an event (e.g.
interrupt: last octet sent or Syn Time expired) until the necessary reac-
tion is performed (e.g. to start Syn Time or to enable the receiver):

TSET=t SET/t BIT

®)

(6)

("

QUi transmis-

)

SDR
)

SDR
(10)

RDYand thus

(11)

12)
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ldle Time T |p:

The Idle Time T ID is the time which expires at the initiator after receipt of a

frame's last bit (measured at the line receiver) as idle = binary "1" on the
transmission medium , until a new frame's first bit is transmitted on the medium
(including line transmitter). The Idle Time is also the time which expires be-

tween transmitting the last bit of a frame which is not to be acknowledged and
transmitting the first bit of the next frame. The Idle Time shall be least the

Syn Time plus the Safety Margin T sMm(see Fig. 3 and Fig. 4, case a)). At high
transmission rates (see Fig. 3 and Fig. 4, case b)and c)) the Syn Time is very

short, hence the station delays become significant and shall be taken into con-

sideration. Two Idle Times are distinguished. After an acknowledgement, response

or token frame the Idle Time is defined as follows:

Ack./Res./Token
Responder: d=————————————+4
|
!
- ! T D1 Send/Req./Token
Initiator: +============= + > 4=========————=—=—4
a) +-->- - S>>
minT SDRTSDI<(T SYN+T sM
orb) +---->i>-->- - >
(T SYN*T sM<minT sprTsp|
Or C) +---->11>- - ->-1-1>
(T SYN*T sM<T spi<minT spr
Tipr = max (Tsyn+T suminT  spr T spi) ¥ (13)

*) the maximum of the three values.
Figure 3. Idle Time T ID1

The parameter min T SDRIS extreme short to define because of the dynamic of the

system, but to select greater than the Ready Time T RDY [f the necessary delay

time cannot be reached with the range of value of T SgT than the min T sprshall
be made longer.

After an action frame, which is not to be acknowledged (Send Data with No
Acknowledge, SDN) the Idle Time is defined as:
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SDN T D2 Send/Req./Token
Initiator: s + > +========—====—==c=+
a) +---->e-->nn>
! max T SDR< (T syN+T sM !
orb) +------ >SS - - >
! (T SYN*T sM<maxT spR !
! a) max T SDR !
Receiver: R s > > +=======—=—=—=—=—=—===+
orb) maxT SDR

Tipz = max  (Tgyn+T sm.maxT gpp’)

*) the maximum of the two values.

Figure 4. Idle Time T ID2

Transmission Delay Time T D

The Transmission Delay Time T TD is the maximum time which elapses on the trans-
mission medium between transmitter and receiver when a frame is transmitted.

Delay times of repeaters shall be considered, if necessary. The Transmission

Delay Time is defined as follows:

TtTp=t TD/t BIT
e.g. given a line length of 200 m without repeaters, t TD is approx. 1 pus and
thus at 500 kbit/s T TD = 0,5 bit.

Slot Time T gLt

The Slot Time T SL is the maximum time the initiator waits for the complete
receipt of the first frame character (see subclause 4.5.1, UART Character, 1 UC

= 11 bits) of the immediate acknowledgement or response, after transmitting the

last bit of an action frame (including the line transmitter). Furthermore, T

is the maximum time the initiator waits for the token receiver's first frame
character after transmitting a token frame. Theoretically two Slot Times are
distinguished. After an action frame (request or send/request) the Slot Time is
calculated as follows:
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T sL1
+ >
> T SM
Send/Req. 1.UC
Initiator: +===========+ + + +
! !
! !
T | D T ™
! !
Responder: 4===========4 - - - - - - > + + +
max T SDR Ack./Res.
Tst1 =2 - Typ+ maxT gpr+ 11bit+ T SM (16)
Figure 5. Slot Time T SL1

After a token frame the Slot Time is calculated as follows:

T SL2
+ >
> T SM
Token 1.uC

Initiator: +=======4 -mme > + + "

' SYN !

! !

i , D T ™

! !
Responder: +=======t-------- > + + +
max T D1 Send/Req./Token
TgL2 = 2 " TTp+ maxT |p1 + 11bit+ T SM a7)
Figure 6. Slot Time T SL2
In order to simplify the realization, only one Slot Time, the longer one, is

used in the system. This does not influence the system reaction time negatively,
as the Slot Time is a pure monitoring time.

TsL = max  (TsL1, T sL2)”) (18)
*) the larger value shall be chosen
Time-outT TO

The time-out T TO serves to monitor the master and slave station's bus activity
and Idle Time. Monitoring starts after PON, immediately in the "Listen_Token" or
"Passive_ldle" state or later after receiving the last bit of a frame. It ends

after receiving the first bit of a following frame. If the Idle Time reaches
time-out, the bus is regarded as inactive (error, e.g. due to lost token). The
time-out is defined as follows:
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TTo=6 - TgL + 2 “n - TgL (29)
For master stations: n = station address (0 to 126)

For slave stations: n =130, independent of its station address

The first term makes sure that there is sufficient difference to the maximum
possible Idle Time between two frames. The second term ensures that not all
master stations claim the token at the same moment after an error has occurred.

GAP Update Time T GuUD

The GAP Update Time T  guypserves the master station for initializing GAP mainte-
nance. After the first generation of the GAPL, updating the GAP image is cycli-

cally initialized after every interval T GUD This initialization takes place at
the next possible token receipt, if there is still Token Holding Time available

after the regular message cycles, or during later token holding phases. The GAP

Update Time is a multiple of the Target Rotation Time T TR and is defined as fol-
lows:
Teup=G - TTR 1 <G <100 (20)

TTRIs the predefined Target Rotation Time (see subclause 4.1.1.4).

4.2 Cycle and System Reaction Times

42.1 Token Cycle Time

The base load in a system with several master stations, i.e. the bus load caused
by medium access control (token frames) and not by regular message cycles, is
determined by the Token Cycle TC. The total base load per token rotation results

from na (number of master stations) token cycles. The cycle time T Tcis composed
of the Token Frame Time T TE, the Transmission Delay Time T TD and the Idle Time
TID- T |p results from the Station Delay Time T spor the Syn Time T SYN respec-

tively. T TCis measured in bits:

Master FE— +
Station k I Token k !------ +
E S + |
T TF T ™ !
T ID
!
Master [ S—— +
Station k+1 +--n-->! Token K+1 le-memom +
Fommmmmne- + !
(or Send/Req.) !
!
Token Cycle Time T TC Vv
e eeee >4
T Tc=T TF+T T+T D @1)

Figure 7. Token Cycle
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The Token Frame Time T  TF is determined by the number of frame characters UC
(UART character). A frame character always consists of 11 bits (see subclause

4.5.1) and hence the token frame comprises altogether 33 bits. The Transmission

Delay Time T Tpdepends on the line length (about 5 ns/m without repeater) and is

mostly substantially less than the other times. The Idle Time T ID , which elapses

between the token frames, contains the Station Delay Time T sp| of the token

receiver on the one hand, on the other hand the Syn Time T sYyN+ T smshall be
used, if this sum is larger than T sSDJ (see subclause 4.1.7). This mainly occurs

at low transmission rates (< 100 kbit/s).

4.2.2 Message Cycle Time

A message cycle MC consists of the action frame (request or send/request frame)
and the reply frame (acknowledgement or response frame). The cycle time is com-
posed of the frame transmission times, the transmission delay times and the sta-
tion delay times.

The Station Delay Time T SDR €lapses between request and acknowledgement or
response. This time is needed for decoding the request and assembling the
acknowledgement or response frame. It depends on the protocol implementation in

the station and is mostly substantially greater than the Transmission Delay Time

TTpD The Idle Time T ID, Which elapses between acknowledgement or response and
new request, contains also the Station Delay Time (see subclause 4.1.7).
However, T gyN+ T sgppshall be used, if this sum is greater than T SDI-
Master +---------- + e +
Station ! Send/Req.!--+ +-->! Send/Req.!
R — + 1 | +
T SR T TD! ! (or Token)
! !
T SDR T ID
! !
[ S — + 1
Master/Slave +--->! Ack./Response !---+
Station Foommemmeeeees +
T AR T 1D
Message Cycle Time T MC
+< >+
T MC=T sR*T sprRtT AR*+*T ID*+*2 ~TTD (22)

Figure 8. Message Cycle

At transmission rates < 100 kbit/s decoding and evaluation of frames may par-
tially keep pace with their reception. Station delay times become considerably
shorter then.

The frame transmission times (T S/IR, T A/R) are determined by the number of frame
characters (UC). Thus they are calculated as follows:

Tg/R = a - 11 bit a No. of UC in Send/Request Frame

TAR b - 11 bit b No. of UC in Ack./Response Frame
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EXAMPLE:
a=6 forthe request frame:
Tg/R = 66 bit
b =59 for the response frame (50 octet DATA_UNIT):

TA/R = 649 bit

4.2.3 System Reaction Times

The message rate R sysin the system equals the possible number of message cycles
per second:

Rsys=1/t mMC ; tmMc=T mMC-tBIT (23)

The maximum system reaction time T SRin a system with one master station and n
slave stations (master slave system) in pure polling mode is calculated from the

message cycle time and the number of slave stations. If message retries are al-

lowed for, T SRis calculated as follows:

TSR = hp - TmMc+ mp - RETT MmC (24)
where:

np number of slave stations

mp number of message retry cycles per Poll Cycle

RET Tpmc message retry cycle time

The maximum System Reaction Time in a system with several master stations and
slave stations equals the Target Rotation Time:

TsrR=T TR (seesubclause 4.1.1.4) (25)

4.3 Error Control Procedures

Line protocol errors, such as e.g. frame errors, overrun errors and parity er-
rors, and transmission protocol errors, such as e.g. faulty start delimiters,
frame check octets and end delimiters, invalid frame length, response times,
etc., result in the following station reactions:

An action frame (request, send/request or token) that has been received incor-
rectly by a station shall not be processed, acknowledged or answered. The in-
itiator shall retry the request after expiration of the Slot Time. The request

shall also be retried if the acknowledgement or response was corrupted. The in-
itiator shall complete a request only after having received a valid response or

if the retry (retries) was not (were not) successful (see subclause 4.1.6,
operating parameters). This means that a "Send/Request" shall be kept until the
responder confirms

its correct receipt by an acknowledgement or response or the retry (retries) was
not (were not) successful. In the same way, a responder shall terminate a
"Request” or "Send/Request” only if a new request with altered Frame Count Bit
is received or another station is addressed (see subclause 4.7.3, FCB).

If a station does not acknowledge or respond in cyclic or acyclic mode after re-
try (retries), it is marked as "non operational”. When processing the following
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requests, the initiator transmits the request to this station without retry
(retries), until the station acknowledges or responds correctly again. After
positive acknowledgement the initiator marks again the addressed station as
"operational". When processing the next request, the initiator continues the
original mode of operation with this station.

4.4 Timers and Counters

In order to measure the token rotation time and to realize the supervisory times
the following timers are necessary:

Token Rotation Timer, Idle Timer, Slot Timer, Time-out Timer, Syn Interval Timer
and GAP Update Timer.

Token Rotation Timer: When a master station receives the token, this timer is

loaded with the Target Rotation Time T TR and decremented each bit time. When the
station again receives the token, the timer value, the remaining time or Token

Holding Time T  TH, is read and the timer reloaded with T TR The Real Rotation
Time T RRresults from the difference T TR-T TH Low priority message cycles may

be processed if at the instant of processing T RR<T TR

Idle Timer: This timer monitors the idle state (binary "1"), the Syn Time, imme-

diately on the bus line. The Syn Time preceding each request is necessary for

unambiguous receiver synchronization. The Idle Timer of slave stations and

master stations "without token" is loaded with T SYN after the transmission or
receipt of a frame's last bit and then decremented each bit time. The receiver

shall be enabled immediately after the timer has expired. The timer of a master

station "with token" is loaded according to the data transmission service with

TiD1 or T D2 (see subclause 4.1.7). A new request or token frame may only be
transmitted after expiration of the timer. When the signalling level is binary

"0", the timer is always reloaded.

Slot Timer: This timer in a master station monitors after a request or token

pass whether the receiving station responds or becomes active within the prede-

fined time T SL, the Slot Time. After transmission of a frame's last bit this

timer is loaded with T sL and decremented each bit time as soon as the receiver
is enabled. If the timer expires before a frame's first bit is received, an er-

ror has occurred. Then a retry or a new message cycle is initiated.

Time-out Timer: This timer monitors bus activity in master and slave stations.
After the transmission or receipt of a frame's last bit the timer is loaded with

a multiple of the Slot Time (see subclause 4.1.7) and decremented each bit time
as long as no new frame is received. If the timer expires, a fatal error has
occurred, which for the master station causes a (re)initialization. The FMA1/2
User of the slave and master station receives a time-out notification (see
Part 3, subclause 4.2.3.3).

Syn Interval Timer: Master and slave stations use this timer to monitor the

transmission medium as to whether a receiver synchronizing (T SYN idle state,
idle = binary "1") occurs within T SYNI- Each time the receiver is synchronized,

the timer is loaded with T SYN] (see subclause 4.1.7). From the beginning of a

frame (first start bit) the timer is decremented each bit time as long as no new

TsyN is detected. If the timer expires, an error has occurred on the

transmission medium, e.g. stuck at "0" or permanent "0" / "1" edges. The FMA1/2

User is notified accordingly (see Part 3, subclause 4.2.3.3).
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GAP Update Timer:  Only master stations need this timer. Its expiration indicates
the moment for GAP maintenance. After a complete GAP check, which may last sev-
eral token rotations (segmented; see subclause 4.1.1.2), the timer is loaded
with a multiple of the Target Rotation Time T TR (see subclause 4.1.7).

When a master station enters the "Listen_Token" state, the Idle Timer is loaded

with T gyN the Time-out Timer with T To the Syn Interval Timer with T SYN| and
the other timers are cleared. When a slave station enters the "Passive_ldle"

state, the Time-out Timer is loaded with T TO and the Syn Interval Timer with

TSYNI-

For installation and maintenance the following counters (FDL variables) are
optionally defined in pairs:

For master stations:

- counter for transmitted frames (Frame_sent_count for Request frames) except
for SDN service and FDL status

- counter for transmitted frame retries (Retry_count)
For slave and master stations:

- counter for received valid start delimiters (SD_count)

- counter for received invalid start delimiters (SD_error_count)

When a station enters the "Listen_Token" or "Passive_ldle" state, the counters

are cleared and enabled. If a counter reaches its maximum (see Part 3, subclause
5.2.3.2, table "Additional FDL Variables"), counting of this counter as well as

of the related comparative counter is stopped. When clearing a counter the
related comparative counter is also cleared and they are enabled again. The
FMA1/2 user may access these counters using the Set/Read Value FMA1/2 services
(see Part 3, clause 4.2).

In relation to stations multiple counters (statistics) are possible (optional,
see part 8).
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45 Frame Structure

45.1 Frame Character (UART Character)

Each frame consists of a number of frame characters, the UART characters. The
UART character (UC) is a start-stop character for asynchronous transmission and
is structured as follows:

Transmitted
Bit Sequence 1st2 3 4 5 6 7 8 9 10 11lth

Information 2 0 2 7
sig. Bits LSB MSB
S S U S S
101 bl! b2! b3! b4l b5! b6! b7! b8! P 111!

e

Start bit----!! Il 1---Stop bit
(ST) ! Octet 11 (SP)
+< >+ |
1-----Parity bit

even

Figure 9. UART Character

The presentation of UART characters is based on the following standards: ISO
1177, 1S0O 2022.

Transmission Rule

Each UART character consists of 11 bits: a start bit (ST) which is always binary
"0", 8 information bits (I) which may be binary "0" or binary "1", an even par-
ity bit (P) which is binary "0" or binary "1" and a stop bit (SP) which is
always binary "1".

45.2 Bit Synchronizing

The receiver's bit synchronizing always starts with the falling edge of the
start bit, i.e. at the transition from binary "1" to binary "0". The start bit

and all consecutive bits are scanned in the middle of the bit time. The start

bit shall be binary "0" in the middle of the bit, otherwise the synchronizing
fails and is stopped. The synchronizing of the UART character ends with the stop
bit being binary "1". If a binary "0" bit is encountered instead of the stop

bit, a synchronizing error or UART character error is assumed and reported and
the next leading edge of a start bit is waited for.

A maximum deviation of £ 0,3 % of the nominal signalling rate for transmission
and receipt is allowed (see Part 2, subclause 4.1.1, Data Signalling Rate).

4.6 Frame Formats

The figures contained in the following clauses do not show sequences (request -
acknowledgement or response), but frame formats of the same category (Hd = 4,

fixed length without/with data field and variable length), i.e. the action

frames may be followed by different acknowledgement or response frames (see

clause 4.8).
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4.6.1 Frames of fixed Length with no Data Field

A) Format of the Request Frame:

Y S S S S —

ISYNISD1!DA!SA!FC!FCS!ED!
+of [ttt

B) Format of the Acknowledgement Frame:

T S —

ISD1'!'DA!SA!'FC!FCS!ED!
T S —

C) Format of the Short Acknowledgement Frame:

Ea—
1SC!
Ea—

where:

SYN Synchronization Period, a minimum of 33 line idle bits
SD1 Start Delimiter, value: 10H

DA Destination Address

SA Source Address

FC Frame Control

FCS Frame Check Sequence

ED End Delimiter, value: 16H

L Information Field Length, fixed number of octets: L = 3

SC Single Character, value: E5H

Figure 10. Frames of fixed Length with no Data Field

Transmission Rules

1. Line idle state corresponds to signalling level binary "1".

2. Each action frame shall be preceded by at least 33 line idle bits (Syn Time).
3. Noidle states are allowed between a frame's UART characters.
4

The receiver checks:

per UART character: start bit, stop bit and parity bit (even), per frame:
start delimiter, DA, SA, FCS and end delimiter and the SYN Time in the case
of an action frame. If the check fails, the whole frame shall be discarded.

SC and SD1 (as well as SD2 and SD3, see subclauses 4.6.2 and 4.6.3) have Hamming
distance Hd=4 and are safe against being shifted (see IEC 870-5-1), i.e. the
single character SC appears to be a frame with Hd=4.

For requests to be acknowledged only (Send Data with Acknowledge), SC is a per-
missible positive acknowledgement. For requests to be answered (Send and Request
Data with Reply), SC is a permissible negative acknowledgement if no data is
available (see table 3a, b7=0, Code-No 9).
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4.6.2 Frames of fixed Length with Data Field

A) Format of the Send/Request Frame:

L B R [T e
ISYN!SD3!DA!SA!FC ! DATA UNITIFCS!ED!'!
[ L T R SR R S —

| 1

| L |

e >+

B) Format of the Response Frame:

S S —— S
ISD3 ! DA ! SA ! FC | DATA_UNIT IFCS!ED !
S S —— SE——

| |

1 L 1

L >+

where:

SYN Synchronization Period, a minimum of 33 line idle bits
SD3 Start Delimiter, value: A2H
DA Destination Address
SA Source Address
FC Frame Control
DATA_UNIT Data Field, fixed Length (L-3) = 8 octets
FCS Frame Check Sequence
ED End Delimiter, value: 16H
L Information Field Length,
fixed number of octets: L = 11

Figure 11. Frames of fixed Length with Data Field

Transmission Rules

The same transmission rules as for frames of fixed length with no data field are
valid here (see subclause 4.6.1).
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4.6.3 Frames with variable Data Field Length

For a variable number of data octets the length shall also be transmitted in the
frame. This length information is contained twice in a fixed frame header at the
beginning of the frame. Thus it is protected with Hd = 4 and safe against slip.

A) Format of the Send/Request Frame:

B B s I L e ) e e

ISYNISD2 ! LE ! LEr'SD2 | DA! SA! FC | DATA_UNIT !IFCS ! ED!
E L B L e [ Lo TR

! L !

B) Format of the Response Frame:

F e e [ [ S S

ISD2 ! LE ! LEr!SD2 ' DA! SA! FC ! DATA_UNIT IFCS!'ED'!
F e e [ L S S

where:

SYN Synchronization Period, a minimum of 33 line idle bits
SD2 Start Delimiter, value: 68H
LE Octet Length, allowed values: 4 to 249
LEr Octet Length repeated
DA Destination Address
SA Source Address
FC Frame Control
DATA_UNIT Data Field, variable Length (L-3), max. 246 octets
FCS Frame Check Sequence
ED End Delimiter, value: 16H
L Information Field Length,
variable number of octets: L = 4 to 249

Figure 12. Frames with variable Data Field Length

Transmission Rules

The same transmission rules as for frames of fixed length with no data field are
valid (see subclause 4.6.1).

In addition to transmission rule 4, LE shall be identical to LEr, and the
information octets shall be counted from the destination address (DA) up to the
frame check sequence (FCS) and the result shall be compared with LE.
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4.6.4 Token Frame

+of [-Homet et
ISYN!SD4 ! DA! SA!
+-f [ttt

where:

SYN Synchronization Period, a minimum of 33 line idle bits
SD4 Start Delimiter, value: DCH

DA Destination Address

SA Source Address

Figure 13. Token Frame

Transmission Rules

Line idle state corresponds to signalling level binary "1".

Each token frame shall be preceded by at least 33 line idle bits (Syn Time).

1
2
3. No idle states are permitted between a frame's UART characters.
4

The receiver checks:

per UART character: start bit, stop bit and parity bit (even),
per frame: Syn Time, start delimiter and DA/SA. If the check fails, the whole

frame shall be discarded.

4.7 Length, Address, Control and Check Octet

4.7.1 Length Octet (LE, LEr)

The two length octets of identical value in the frame header of the variable
format contain the number of information octets in the frame body. These com-
prise: DA, SA, FC and the DATA_UNIT. The value covers the range from 4 to 249,
so that a maximum of 246 octets may be transmitted in a frame's DATA_UNIT (see
subclause 4.7.5). A value < 4 is not permitted, as a frame contains at least DA,

SA, FC and

one DATA octet. The longest frame contains a total of 255 octets.

et SO BRI B P B

12 7 12
e S e SRR

! !

! L !

+< >+

L=4t0249

Figure 14. Length Octet Coding
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4.7.2 Address Octet (DA/SA)

The two address octets in the frame header (action, acknowledgement and response
frames) contain the destination (DA) and source (SA) station address. The token
frame consists only of these two address octets after the start delimiter.

b8 b1l
L s S SRS
IEXT! 2 6 12 0
L e ST IR S
! !
! Address !

DA=0t0127; SA=0t0126

Figure 15. Address Octet Coding

Address 127 (b1 to b7 = 1) is reserved as global address for broadcast and mul-
ticast messages (frame to all stations or a group of stations selected by means

of a service access point; only permitted in Send Data with No Acknowledge,
SDN).

Thus, 127 station addresses (0 to 126) are available for slave and master sta-
tions, of which preferably no more than 32 may be occupied by master stations.
For non time-critical applications up to 127 master stations are optionally per-
mitted. As at least one master station is required, a maximum of 126 addresses
for slave stations is possible.

The action frame's address octets shall be sent back mirrored in the acknow-
ledgement or response frame, i.e. SA of the acknowledgement or response frame
contains the destination station address and DA contains the source station ad-
dress of the action frame.

Address Extension (EXT):

In frames with DATA_UNIT the EXT bit (extension) indicates a destination and/or
source address extension (DAE, SAE), which immediately follows the FC octet in
the DATA_UNIT. It may be distinguished between access address (Link Service Ac-
cess Point, LSAP, see subclause 4.7.2.2) and region/segment address. Both ad-
dress types may also occur simultaneously, as each address extension contains an
EXT bit again (see bit b8 in Fig. 17).

The address extensions of the action frame shall be sent back mirrored in the
response frame.

EXT=0: No address extension in the DATA_UNIT

EXT=1: Address extension follows in the DATA_UNIT
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EXT=1
EXT=0
et SRR /I +
DA SA!FC IDAE! !
et SRR !/ +
! !
! DATA_UNIT !
+< >+
EXT=0
EXT=1
et SRR ! +
!DA!SA!FCISAE! !
et SRR !/ +
! !
! DATA_UNIT !
+< >+
EXT=1
EXT=1
et UL SRR S /1 +
DA SA! FC IDAE ISAE ! !
I S !/ +
! !
! DATA_UNIT !
+< >+

Figure 16. DAE/SAE Octet in the Frame

b8 b7 b6 b1
s FEE LR SR S T
IEXT!Type! 2 51 12 0
s S S S S T )

! !

! Address !

b7 denote the Type:

0 6 bit Link Service Access Point (LSAP):
DAE =010 63 ; SAE =010 62

1 6 bit Region/Segment Address for Realization of hierarchical Bus Systems with
Bridges, Range of Values is to be defined.

b8 (EXT) denotes an additional address extension:

0 No additional address extension octet

1 One additional address extension octet follows immediately  with the same
structure. The following order is valid:

First Octet : Region/Segment Address with b7=1, b8=1
Second Octet: LSAP with b7=0, b8=0

Figure 17. Address Extension Octet
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4.7.2.1 Address Check

A receiver checks the destination address information in a frame addressed to
itself by following rules with TS:

- Is there no Region/Segment address in the frame existent (DA[b8=0] or
DAE[b7=0]), it merely shall check the DA on equality.

- Is there a Region/Segment address in the frame existent (DAE[b7=1)), it shall
check the DA and the DAE on equality. Does TS of the receiver not contain a
Region/Segment address then the frame count not addressed to the receiver.

4.7.2.2 Link Service Access Point (LSAP)

At the FDL user - FDL interface (see chapter 5) a data transmission service (or
several thereof) is processed via a Link Service Access Point (LSAP). Several
LSAPs at the same time are permitted in master and slave stations. In this case
the related LSAP shall be transmitted together with the message.

The address extensions DAE and SAE are available for the transmission of LSAPs.
The Source Service Access Point (SSAP), which represents the access address of
the local user to the FDL, is transmitted in the SAE octet. The Destination

Service Access Point (DSAP), which represents one or all access addresses of the
remote user to the FDL, is transmitted in the DAE octet. SSAP values from 0 to

62 and DSAP values from 0 to 63 may be chosen. The DSAP value 63 (DAE bl to
b6 = 1) represents the global access address. This DSAP is only allowed for the

send data services "SDA" and "SDN" (see Part 3, clause 4).

If the transmission of LSAPs is omitted for reasons of frame efficiency, the

data transmission services shall be processed via the Default LSAP . In this case
all action frames are transmitted without SAE. All correctly received acknow-

ledgement or response frames without DAE are assigned to this default LSAP. At

the FDL user - FDL interface (see Part 3, clause 4.1) the default LSAP is manda-

tory and is addressed with the value NIL.
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4.7.3 Control Octet (FC)

The control octet in the frame header indicates the frame type, such as action
frame (request or send/request frame) and acknowledgement or response frame. In
addition the control octet contains the function and the control information,
which prevents loss and multiplication of messages, or the station type with the

FDL state.

b8 b7 b6 b5 b4 bl

L - £ — S — S — £ — £ — S — S — +

I 1'1I1FCBI!FCV! 2 3 2 0,
! Res IFrame!-----+-----+--  Function = --!

I 10! Stn-Type! !

TS S S S —

Res: Reserved (the sender shall be set binary "0",
the receiver does not have to interpret)

Frame Type: 1 Request, Send/Request Frame
0 Acknowledgement, Response Frame

b7 =1:
FCB Frame Count Bit; 0/1, alternating
FCV Frame Count Bit valid:
0 alternating Function of FCB is invalid
1 alternating Function of FCB is valid
b7 =0:
Stn-Type : Station Type and FDL Status
b6 b5 <-- Bit Position
Slave Station
Master Station not ready to enter logical token ring

Master Station ready to enter logical token ring
Master Station in logical token ring

PR, OO
ROPRFRO

Function:  see Table 3a

Figure 18. FC Octet Coding
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Table 3a. Transmission Function Codes

I Code ! Function ! Format !
I No ! I inClause !
[ — + + +
! Frame Type b7 = 1 ! !
|
0,1 2 ! Reserved ! !
I 3 ! Send Data with Acknowledge low ! 4.6.2/3A !
I 4 | Send Data with No Acknow. low ! -t !
I 5 | Send Data with Acknowledge high! -t !
1 6 ! Send Data with No Acknow. high ! - !
I 7 ! Reserved (Reg. Diagnosis Data) ! !
1 8 ! Reserved ! !

9 ! Request FDL Status with Reply ! 4.6.1A !
! 10,11 ! Reserved !
112 ! Send and Request Data Iow 1 4.6.1/2/3A !
113 ! Send and Request Data high ! - !
114 ! Request Ident with Reply ! 4.6.1A !

115 ! Request LSAP Status with Reply !  4.6.1/3A !
! I (Code No 14 and 15: FMA1/2) ! !

! ! Frame Type b7 = 0 ! !

| |

(0] l ACKnowIedgement posmve (OK)! 4.6.1B *) !
I'1 ' ACK negative !

! ! FDL/FMA1/2 User Error (UE)! 4.6.1B !

I 2 I ACK negative !

! ! no Resource for Send Data ! !

! ! (& no Response FDL Data) RRY - " - !
I 3 ' ACK negative !
|

!

|

!

|

!

|

!

|

! no Service activated (RS)! - !
14t0 7! Reserved !
I 8 ! Response FDL/FMAL1/2 Data low ! !
! ! (& Send Data ok) (DL)I 4.6.2B, 4. 6 3B !
1 9 I ACK negative
I no Response FDL/FMA1/2 Data, ! !

I 1(& Send Data ok) (NR)!  4.6.1B ") !
110 ! Response FDL Data high, ! !
! (& Send Data ok) (DH)I 4.6.2B, 4 6.3B !

111 !Reserved
112 ! Response FDL Data Iow ! !

! ! no Resource for Send Data (RDL)! 4.6.2B, 4. 6 3B !
113 ! Response FDL Data high, !

! ! no Resource for Send Data (RDH)Y - " - !
114,15 ! Reserved !

[ —— + + +

! b4 bl !
1Code No 0=0000 !
1CodeN015=1111
|

i () Value of the L/M_status Parameter of the Service !

I Primitives (see Part 3, subclause 4.1.3 and 4.2.3) !

|

I *) Frames equivalent to Short Acknowledgement SC= E5H !
I exception: no SC if FDL Status Request

+ +
t t

Frame Count Bit

The Frame Count Bit FCB (b6) prevents the duplication of messages at the
responder and the loss at the initiator. However, "Send Data with No Acknowl-
edge" (SDN), "Request FDL Status", "Request Ident" and "Request LSAP Status" are
excluded from this.
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In order to manage the security sequence, the initiator shall carry a FCB for
each responder. When an action frame (request or send/request frame) is trans-
mitted to a responder for the first time or again to a responder currently
marked as "non operational”, the associated FCB shall be set definitely. The
initiator achieves this by an action frame with FCV=0 and FCB=1. The responder
shall classify such a frame as first message cycle and store FCB=1 together with
the initiator's address (SA and optional SAE[b7=1]) (see table 3b). This message
cycle is not repeated by the initiator.

If a responder supports the Region/Segment addressing and the request frame con-
tains a source Region/Segment address (SAE[b7=]) which is unequal to the own
Region/Segment address (DAE[b7=1]), then the responder shall store the SAE[b7=1]
together with the SA.

In the following action frames to the same responder the initiator shall set
FCV=1 and toggle FCB with each new action frame. The responder shall evaluate
FCB when receiving an action frame addressed to itself with FCV=1. A FCB changed
in comparison with the same initiator's (same SA and optional same SAE[b7=1])
preceding action frame is considered as confirmation of the preceding message
cycle's correct completion. If the action frame originates from a different
initiator (different SA or optionaldifferent SAE[b7=1]), there is no evaluation

of the FCB. In both cases the responder shall store the FCB with the source ad-
dress (SA and optional SAE[b7=1]) until it receives a new frame addressed to it-

self.

If an acknowledgement or response frame is missing or corrupted, the FCB shall
not be changed by the initiator in the retry; this indicates the faulty preced-

ing message cycle. If a responder receives an action frame with FCV=1 and the
same FCB as in the same initiator's (same SA and optional same SAE[b7=1]) imme-
diately preceding action frame, a retry is being carried out. As a result the
responder shall again transmit the acknowledgement or response frame kept in
readiness.

The responder shall keep ready the preceding acknowledgement or response frame
for a potential retry, until it gets the above mentioned confirmation, or until

it receives a Hd4-faultless frame with changed address (SA or DA or optional
SAE[b7=1] or DAE[b7=1]), or a Send Data with No Acknowledge (SDN), or a token
frame.

For "Send Data with No Acknowledge”, "Request FDL Status", "Request Ident" and
"Request LSAP Status”, FCV and FCB are = 0; the responder does not analyze FCB.
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Table 3b. FCB, FCV in Responder

+
t

+
t

1 b6 b5 <-- Bit Position !
|

i FCB FCV! Condition ! Meaning I Action !
! ! !

!
+ + +

!
+ +

! !

0 O!DA=TS/127! Request with No Ack !last Ack or !

! I Request FDL-Status/ ! delete Reply !

|
!

|

! ! ! ldent/ LSAP-Status !

| ! 1 | |

10/10/1'DA#TS ! Requestto other !last Ack or Reply !
! ! | Responder I may be deleted !

! ! 1 1 !

I'1 0O!/DA=TS ! First Request 'FCBM =1 !

! ! ! I SAM := SA *) !
! ! ! llast Ackor !

! ! ! ! delete Reply !

| ! 1 | |

10/1 1'DA=TS ! New Request llast Ack or !

! I SA=SAM ! | delete Reply !

! IFCB # FCBM ! 'FCBM:=FCB !

! ! ! I'have Ackor !

! ! ! ! Reply ready for !

! ! ! ! Retry !

! ! 1 ! !

10/1 1'DA=TS ! Request Retry IFCBM:=FCB !
! ISA=SAM ! ' repeat Ack or !

! IFCB=FCBM! ! Reply and keep !

! ! ! lit ready !

! ! ! ! !

! ! 1 | !

10/1 1'DA=TS ! New Initiator !FCBM:=FCB !

! I SA#SAM ! I SAM = SA *) !
! ! ! I'have Ackor !

! ! ! ! Reply ready for !

! ! ! ! Retry !

! ! ! ! !

I-- --1Token- ! --- llast Ack or Reply !

! ! Frame ! I may be deleted !

| | ] | |

! ! 1 | |

+ + + + +

! |

I FCBM stored FCB !

I SAM stored SA !

| |

+ +

Check Octet (FCS)

The check octet FCS which is required for Hamming distance 4 in a frame always
immediately precedes the end delimiter. It is structured as follows:

b8 b1
s s T
12 7 12 0

T S S ——

Figure 19. FCS Octet Coding

In frames of fixed length with no data field (see subclause 4.6.1) the check
octet shall be calculated from the arithmetic sum of DA, SA and FC without start
and end delimiter and without taking the carry-overs into consideration.
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In frames of fixed length with data field (see subclause 4.6.2) and in frames
with variable data field length (see subclause 4.6.3) the check octet shall
additionally include the DATA_UNIT.

4.7.5 Data Field (DATA_UNIT)

The data field consists of an address field and the user data of the FDL/FMA1/2
user. The address field contains from O to at most 4 address extension octets
(see subclause 4.7.2). The user data without address extension comprises a
maximum of 246 octets. The definition and interpretation of the user data
(L_sdu) for the data transmission services (see Part3, clause 4.1) are
described in Part 6 of this specification.

Data Field (DATA_UNIT)

+< >+
! !
B et R /I + /] +ommee
IFC | DAE/SAE | |
B et R /I + /] +ommee
! ! !
I Address ! User Data !
+< >+< >+

Figure 20. Data Field

The following user data are defined for the remote management services "Request
Ident" and "Request LSAP Status" (see Part 3, clause 4.2):
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Ident User Data:

The Ident user data contains the station's Ident List with vendor name
(Vendor_name), PROFIBUS controller type (Controller_type) and hardware and soft-
ware release (HW/SW_release). It comprises a maximum of 200 octets:

+. + + + + J_’/
T/

ILE_VN!LE_CT!LE_HR!LE_SR'! Vendor_name !

+ + +. +. +//
t t t 1 t+/

! Ident Data
+< 1l
1/ + + +ommmm
Controller_type ! HW _release ! SW_release !
/I + + +ommmm
!
!
1/ >+

LE_VN, LE_CT, LE_HR, LE_SR:

1 octet each. Length of corresponding Data Field in octets;
dual coding, significance as in Fig. 19.

Vendor_name, VN:
Name of Manufacturer as ASCII String (ISO 7 Bit Code, b8=0).

Controller_type, CT:
Hardware Controller Type as ASCII String (ISO 7 Bit Code, b8=0).

HW_release, HR:
Hardware Release of Controller as ASCII String (ISO 7 Bit Code, b8=0).

SW._release, SR:
Software Release of Controller as ASCII String (ISO 7 Bit Code, b8=0).

Figure 21. Ident User Data

O Copyright by PNO 1997 - all rights reserved



LSAP Status User Data:

PROFIBUS-Specification-Normative-Parts-4:1997

The LSAP Status user data contains the configuration of a service access point

at the remote station and

Octet 1

Octet 6

has the following octets:

b8 b5 b4 bl
e Rt SO BN B P B
! Access !
e Rt SO BN B P B
! Address-Extension !
e Rt SO BN B P B
IRole_in_service! Service_type !
e Rt SO BN B P B
! !
+-- =" -+
! !
e Rt SO BN B P B
IRole_in_service! Service_type !
B S

Access:
b8 bl <-- Bit Position

01111111 = Al

EXT0000000)

EXT1111110)

to > 0to 126 (FDL Address,
Station Address)

EXT = 0: Address Extension invalid
EXT = 1: Address Extension valid

Address Extension:

b8=0, b7=1, b1 to b6: Region/Segment Address
(Significance: see Fig. 17)

Service_type:

b4 bl <-- Bit Position

0000 Send Data with Acknowledge (SDA)

0001 Send Data with No Acknowledge (SDN)
0011 Sendand Request Data with Reply (SRD)
0101 Cyclic Send and Request Data

with Reply (CSRD)

Role_in_service:

b8 b5 <-- Bit Position

0000 Initiator
0001 Responder
0010 Both
0011

Note: Fo
identi

Service not activated

r Service_type SRD and CSRD the Role_in_service is
ical for Responder

Figure 22. LSAP Status User Data
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Permissible frame sequences (message cycles) are described in the following. Er-
ror sequences, broadcast/multicast messages and "Send Data with No Acknowledge™

are excluded.

L B s T TR S B

I SYN ISD1!DA!SA!FC!FCS!ED!
L B e TREIE S SR

!

!

!

!
\Y

ot

1SC! Short Acknowledgement (E5H) positive (ACK) or

ot

or

negative (no Response Data)

[ SR R S —
ISD1!DA!SA!FCIFCS!ED! Acknowledgement
e et e St o (positive/negative)

or Response Frame:

R R R R S —— R S —
ISD3! DA ! SA!FC! DATA_UNIT!FCS!ED! fixed length
R R R S —— R T —

or

B T B S R S e S

ISD2 ! LE ! LEr'SD2 ! DA!SA!FC! DATA_UNIT !FCS!ED!
L s S R S SRR J [-emn- S S

variable length

Figure 23. Send/Request Frame of fixed Length with no Data
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o/ [ttt
ISYN !SD4 ! DA! SA'! Token
o] [ttt

!

|
|

\Y
B B e e e
ISYNISD3!DA!SAIFC! DATA_UNIT !FCS!ED !fixed length
B S L i I ot

!

!

!

!

!
\Y
[ +
1 SC ! Short Acknowledgement (E5H) positive or negative
ot (no Response Data)
or

S ——

ISD1!DA!SA!FCIFCS!ED!  Acknowledgement
Fommetomee bt te+---+ - (pOSitive/negative)

or Response Frame:

ettt e ST
ISD3!DA!SA!FC! DATA_UNIT !FCS!ED ! fixed length
B ST

or

[ SR SR J [----- S S—
ISD2 ! LE ! LEr'SD2 ! DA! SA!TFC! DATA_UNIT IFCS!ED!
[ SR SR J [----- S S—

variable length
!

!

!

\%

+-f [ttt
ISYNISD4 ! DA! SA! Token
+-f [ttt

Figure 24. Token Frame and Send/Request Frame of fixed Length with Data
including Address Extension
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B e A L L S
ISYN ISD2 ! LE ! LEr'SD2 ! DA!SA!FC! DATA_UNIT IFCS!ED'!
B T e s S L S

!

!

\Y

ot

1 SC ! Short Acknowledgement (E5H) positive or negative
ot (no Response Data)

or

e
ISD1!DA!SA!FCIFCS!'ED! Acknowledgement
F-m-tommotoetoot-——+----+  (poOSitive/negative)

or Response Frame:

S S S — oot
ISD3 ! DA! SA!FC ! DATA_UNIT!FCS!ED! fixed length
S S S — S

or

B J [----- e S

ISD2 ' LE ! LEr'SD2 ! DA! SA!FC! DATA_UNIT !IFCS!ED'!
B J [----- e S

variable length

Figure 25. Send/Request Frame with variable Data Field Length
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PROFIBUS Specification - Normative Parts
Part 5

Application Layer Service Definition
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1 Scope

This specification specifies the Application Layer protocol, the Application

Layer interface, the corresponding Network Management and the mapping onto the
Data Link Layer of the bit serial PROFIBUS System according to the PROFIBUS Data
Link Layer.

PROFIBUS is intended for automation applications that are close to the process
and makes simple bus interfaces with real-time behaviour possible. This specifi-
cation allows field automation components of different manufacturers to be in-
terconnected in a distributed system and guarantees reliable communication. Such

a system is called an "open system". In addition the PROFIBUS protocol makes
possible the easy integration into hierarchically higher automation systems
(Manufacturing Automation Protocol, MAP). Thus the interconnection expense is
minimized.

With the degree of freedom in the specification a flexibility is achieved that
allows the implementation of different system configurations and functional
structures for different application areas. It is intended to define specific
profiles (application-oriented functional standards) for different application
areas such as building automation, discrete part manufacturing, process control
etc.

2 Normative References and additional Material

ISO 7498/1:1989 Information processing systems; Open System Interconnec-
tion; Basic Reference Model

ISO 7498/4:1989 Information processing systems; Open System Interconnec-
tion; Basic Reference Model; Part 4: Management Framework

ISO 8824:1987 Information  processing systems; Open System Inter-
connection; Specification of Abstract Syntax Notation One
(ASN.1)

ISO 8825:1987 Information  Processing Systems; Open System Inter-

connection; Specification of Basic Encoding Rules for Ab-
stract Syntax Notation One (ASN.1)

ISO TR 8509:1987 Information Processing Systems; Open System Inter-connec-
tion - Service Conventions
IEEE 754:1985 IEEE Standard for Binary Floating-Point Arithmetic
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3 General

3.1 Terms and Apprevations

The multiplicity of technical terms and the need to relate to existing interna-
tional bus standards make it necessary to limit the technical terms to a well
defined set.

Abbreviation  Meaning

.con confirmation primitive

.ind indication primitive

.req request primitive

.res response primitive

ABO ABOTrt or FMA7 Abort

ACI Acyclic Control Interval

ACK ACKnowledged

acyc acyclic

AD Additional Detail

ALI Application Layer Interface

ASIC Application Specific Integrated Circuit

ASN.1 Abstract Syntax Notation One

ASS ASSociate service of LLI

BRCT BRoadCasT communication relationship

C Conditional

CCl Cyclic Control Interval

Cl Control Interval

CN ConNection

CON CONfirmation

CREF Communication REFerence

CREL Communication RELationship

CRL Communication Relationship List

CRL Header Header of the Communication Relationship List

CSRD Cyclic Send and Request Data with reply

"D" Defined connection

DIN Deutsches Institut fuer Normung e.V., German standards body

DIS Draft International Standard

DP-OD Dynamic list of Program invocations (Object Dictionary)

DS Disconnected Station local FDL/PHY controller not in logical
token ring or disconnected from line

DSAP Destination Service Access Point

DTA Data Transfer Acknowledged

DTC Data Transfer Confirmed

DTU Data Transfer Unconfirmed

DV-OD Dynamic list of Variable lists (Object Dictionary)

FC Function Code

FDL Fieldbus Data Link, Layer 2

FER Fieldbus Encoding Rules

FMA Fieldbus MAnagemant

FMA1/2 Fieldbus Management Layer 1 and 2

FMA7 Fieldbus Management Layer 7

FMS Fieldbus Message Specification

FR+ Final Response

GAP Range of station addresses from This Station (TS) to its suc-

cessor (NS) in the logical token ring, excluding stations above

HSA
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GAPL GAP List containing the status of all stations in this sta-
tion's GAP

HSA Highest Station Address (FDL Address)

HW Hardware

" Open Connection at the Requester

ID Identifier

IDM Image Data Memory

IEEE Institute of Electrical and Electronical Engineers, USA

IL Ident List

IMA Idle Machine Activated

IND Indication

INFO Information Report

INI Initiate

IS International Standard

ISO International Organization for Standardization

v Invalid parameters in request

IVID Invoke ID

kbit/s kilobit per second (Data Signalling Rate)

L_sdu Link Service Data Unit

LAS List of Active Stations

LG Locally Generated

LL Live List

LLI Lower Layer Interface

Loc_add Local Address

LR Local Resource not available or not sufficient

LS Local Service not activated at Service Access Point or local
LSAP not activated

LSAP Link Service Access Point

LSB Least Significant Bit

M Mandatory

MAP Manufacturing Automation Protocol

MMAC Master-Master connection for ACyclic data transfer

MMS Manufacturing Message Specification

MSAC Master-Slave connection for ACyclic data transfer with no Slave
initiative

MSAC_SI Master-Slave connection for ACyclic data transfer with Slave
Initiative

MSB Most Significant Bit

MSCY Master-Slave connection for CYclic data transfer with no Slave
initiative

MSCY_SI Master-Slave connection for CYclic data transfer with Slave
Initiative

MULT Multicast Communication Relationship

NA No Acknowledgement/Response

NE Non Existent

NIL locally existing value, but not fixed in this specification

NOK Not OK

"O" Open connection at the Responder

oD Object Dictionary

OD-ODES Object Dictionary Object Description

OoscC Outstanding Services Counter Client

0OsCs Outstanding Services Counter Server

PDU Protocol Data Unit

PEE Poll Entry Enabled

PHY Physical Layer
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PICS
R+
R-
RAC
RC
RCC
RDH
RDL
Rem_add
REQ
RES
ROM
RR

RS

RSAP
RSV
RTimer
RVR

S
S-OD
SAC
SAP
SC
SCC
SDA
SDN

Sl

SN
SRD
SSAP
ST-OD
Std
STimer
SuU
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Program Invocation

Protocol Implementation Conformance Statement Proforma
Result(+)
Result(-)
Receive Acknowledged Request Counter
Reason Code
Receive Confirmed Request Counter
Response FDL Data High and no resource for send data
Response FDL/FMA1/2 Data Low and no resource for send data
Remote address
Request
Response
Read Only Memory

no Resource for send data and no Response FDL data (acknowled-
gement negative)

no Service or no Rem_add activated at Remote Service Access
Point (acknowledgement negative)

Remote Service Access Point
Reserve
Receive Timer
ReadValueRem
Selection
Static list of Objects (Object Dictionary)
Send Acknowledged request Counter
Service Access Point
State Conflict
Send Confirmed request Counter
Send Data with Acknowledge
Send Data with NO acknowledge
Slave Initiative
Sign
Send and Request Data with reply
Source Service Access Point
Static list of Types (Object Dictionary)
Standard
Send Timer
Summer time (standard time / summer time)

SW Release Software Release

T1
TQUI
TRR

TS
TSDR

TSET
TSL

TTR

UE
VFD

Timer 1

Quiet Time, Transmitter fall Time (Line State Uncertain Time)
and / or Repeater switch Time;the time a transmitting station
must wait after the end of a frame before enabling ist receiver

Real Rotation Time the time between the last successive recep-
tions of the token by this Master station

This Station

Station Delay of Responder the actual time this responder waits
before generating a reply frame

Setup Time the time between an event (e.g. interrupt SYN timer
expired) and the necessary reaction (e.g. enabling receiver)

Slot Time the maximum time a Master station on this PROFIBUS
System must wait for a transaction response

Target Rotation Time the anticipated time for one token rota-
tion on this PROFIBUS System including allowances for high and
low priority transactions, errors and GAP maintenance

User optional
negative acknowledgement, remote User interface Error
Virtual Field Device
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3.2 Architecture and Placement in the ISO/OSI Layer Model

The PROFIBUS architecture is based on the 1SO/OSI model of open communication
(ISO 7498). The PROFIBUS specification uses Layer 1 (Physical Layer, PHY), Layer

2 (Data Link Layer, FDL ) and Layer 7 (Application Layer). The Layers 3 to 6 are

empty to minimize expense and increase efficiency.

The Physical Layer (Layer 1), Data Link Layer (Layer 2) and the corresponding
management (FMAL1/2) are described in the Data Link Layer of the PROFIBUS Speci-
fication. The Application Layer (FMS, LLI) and the corresponding management (FMA
7) are described in this specification.

*kkkkhkkkk
*kkkk K*kkkkkkkk

*kk*k *kkkkkkkkkkk
Application Process Fkkkkk
*
*kkkkkk *kkkkkkk
*kkkkkkkkkkkk *kkkkkkkk N
N *kkkkkk |
! ! !
FMS Services FMA7Y Services
| | |
! Y Y
+ +
FMS ! !

! !
... Application Layer ..(Layer 7)..+.... FM A7 !
! !

————— i ——

LLI ! !
M
+ + a !
! ' n |
I empty (Layer3to6) ! a !
! I g |
+ + e -+
! ' m |
| Data Link Layer (Layer2) ! e !
! ' n |
! FDL ot |
! ! !
+ +FMAL1/2!
! ! !
I Physical Layer (Layer 1) ! !
! ! !
! PHY ! !
! ! !

Figure 1. Placement in the ISO/OSI Layer Model
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3.2.1 Application Layer

The Application Layer of the PROFIBUS Specification consists of the two entities
FMS (Fieldbus Message Specification) and LLI (Lower Layer Interface).

3.2.11 Fieldbus Message Specification (FMS)

The FMS describes communication objects, services and associated models from the
point of view of the communication partner (server behaviour).

3.2.1.2 Lower Layer Interface (LLI)

The manifold characteristics of the PROFIBUS concept require a particular adap-
tation between FDL and FMS/FMAY. This adaptation is achieved by means of the
LLI. The LLI is an entity of Layer 7.

The main tasks of LLI are:

- mapping of FMS and FMAY services on to the FDL services
- connection establishment and release

- supervision of the connection

- flow control

3.2.2 Fieldbus Management Layer 7 (FMA7)

FMAY is based on the system management of ISO DIS 7498-4:1989 and describes ob-
jects and management services. The objects are manipulated locally or remotely
using management services. The management services are divided into three
groups:

context management:

The context management provides services for establishing and releasing a man-
agement connection.

configuration management:

The configuration management provides services for the identification of commu-
nication components of a station, for loading and reading the Communication Re-
lationship List (CRL) and for accessing variables, counters and the parameters
of Layers 1/2.

fault management:
The fault management provides services for recognizing and eliminating errors.

3.3 PROFIBUS Communication Model (FMS)

From the communication point of view an application process includes all pro-
grams, resources and tasks that are not associated with a communication layer.
This includes operating systems, real application processes, application pro-
grams and communication drivers (ALI, Application Layer Interface).

The PROFIBUS communication model permits the combination of distributed applica-
tion processes into a total process via communication relationships (see Fig.

2). The application processes may be distributed on several different devices.

One or more application processes may exist in a single device. The application
process works with process objects (variables, programs etc.) necessary for the
execution of the process. A process object is described by attributes, rules and
operations applicable to it. The PROFIBUS communication model supports the ob-
ject oriented operation of the application process.
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Legend to the following figures:

0------ : Communication Relationship with Communication End Point
—————— > : Message (PDU) #n . Communication Reference

+ . Application Object - : Communication Object

+/- : Application Object mapped onto Communication Object
======= Device rxxxkkx - Application Process

= = * *

_______ *kkkkkk

;i Virtual Fieldbus Device (VFD)

—  kkkkkkk — —  kkkkkkk —
= * * = = * * =
= * A O----mmmmmmmmmmme- oB * =
= * * = = * * =
= *kQrQFk = = FkkgEKE —
= 11 = = | =
=====I=l===== —=====l======

I !

I !

I !

I !

=1 === |======

= Il I =
= *kQrQFk *rkqhhk =
— * * * * =
= * D * * C * =
— * * * * =
—  kkkkokkk Fokkkkkk  —

Figure 2. Application Process consisting of Subprocesses A to D
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3.3.1 Relationship between Application Process and Communication

An application process has access to the communication using communication end
points (see ISO 7498). One or more communication end points are fixed and
uniquely assigned to an application process. These end points are addressed by
the application process by means of communication references. The communication
references are device specific and are not defined by the communication itself.
Between two application processes one or more communication relationships may
exist, each one having unigue communication end points as shown in the following
figure.

= RERKRRRRRFFIARR — T T
- % * = = % * =

= * #11 o 0 #3 * =
= * A * = = * B * =

= * #3 0 o #17 * =
- % * = - % * =

= kkkkkkkkkRAAAAK  — = kkkkkkkkkRAARAK  —

Figure 3. Assignment of Communication Reference to Application Process

In order to permit an application process to communicate with an application
process of an another device, communication objects must be available. Certain
communication objects (virtual objects) represent existing process objects, that

an application process has made visible and accessible to the communication.
Communication objects can be accessed using the FMS services provided.

o+ - - =
* + .o % -
* +- 0

[ S R =
* 4 o -
*+ o+ - * =

L1 I 1 A O O
*
-+
~
1
* O

Application O-bjects : Communication Objects =

Figure 4. Application Process with Communication Objects
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3.3.1.1 Fieldbus Message Specification (FMS) Services

FMS services allow an application process to use the server functionality of a
remote application process. The FMS services are transmitted to the communica-
tion partner using messages (Protocol Data Units, PDUs). The individual FMS
services are elements of communication models that determine the sequence of op-
erations and the rules when using a service. Within a communication model, FMS
services act upon communication objects. Certain services use or act upon cer-
tain communication objects only.

There are services which are confirmed explicitly by the remote application pro-
cess after execution (confirmed services) and others where the execution is not
confirmed by the application process of the communication partner (unconfirmed
services). The parameters required when using a service shall be provided by the
application process. The required parameters are defined in a formal, logical
description in a tabular way. The name of the parameter is stated in the first
column. The further columns are for the specific service primitives. The rela-
tionship of a parameter to a service primitive is given by the entry in the row

of the parameter and the column of the service primitive.

The following types of relationships are possible:

- The parameter is mandatory.

- The parameter is a user option; it may be used or omitted.

- The parameter may be selected from a set of several parameters.
- The existence of a parameter depends on another parameter.

The parameters may be structured. The name of a subparameter of a structured pa-
rameter is shown indented by 2 characters.

The information as to whether an optional parameter is used and which parameter
of a set is selected in a concrete case, is not contained explicitly in this
representation. However, this information shall be transferred at a concrete in-
terface.

The parameter of a service request and of the service indication is called argu-

ment. The service acknowledgements (Res and Con) contain either the parameter
Result(+) for the acknowledgement in case of success or Result(-) in case of er-

ror. These parameters are normally structured further.

Table 1. Parameters of Service Primitives

+ +oeee +oeeee +omeee +omeem +
I Parameter Name l.req lind l.res l.con !

| | | | | |

+ +oeee +oeeee +omeee +omeem +

I Argument IM!I M= 1 ]

I Request Parameterl IM I M= 1 ]

I Parameter_A Frstrrs=r 1 1

I Parameter_B Frstrrs=r 1

I Request Parameter2 rutu=tr 11

| | | | | |

I Result(+) I 1s 1 s=1

I Acknowledge Parameterl M M=
I Acknowledge Parameter2 1 1c 1 c=!
| | | | | |

I Result(-) I 1s 1 s=1

I Error o IM I M=

+ +oeee +omeee +omeee +omee +
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.req: request service primitive
.ind: indication service primitive
.res: response service primitive
.con: confirmation service primitive
M: parameter is Mandatory for the primitive
U: parameter is a user option; may be provided or omitted
S: parameter is a Selection from a collection of two or
more possible parameters
C: parameter is Conditional upon another parameter

The code "=" after the code M, U, S or C indicates that the parameter is seman-
tically equivalent to the parameter in the service primitive to its immediate

left in the table. (For instance, "M=" in the indication service primitive col-

umn and "M" in the request service primitive column means that the parameter in
the indication primitive is semantically equivalent to that in the request
primitive.)

In the example above the argument as the parameter of the request is structured
further. It consists of request parameterl and request parameter2. The request
parameterl may either be parameter_A or parameter_B.

The Result(+) parameter is used for the acknowledgement in the case of success.
This parameter consists either of the acknowledge parameterl or both the ac-
knowledge parameterl and the acknowledge parameter2. In case of failure, the pa-
rameter Result(-) is selected which consists of the parameter error.

3.3.1.2 Virtual Fieldbus Device (VFD) Model

The Virtual Field Device (VFD) model uniquely represents that part of a real ap-
plication process that is visible and accessible to the communication. The VFD
model defines the communication behaviour of that part of the application proc-
ess (see the folowing figure). The VFD model is based on the VFD object. The VFD
object contains all explicit and implicit communication objects and their de-
scriptions. The object descriptions are stored in an Object Dictionary (OD). A
VFD object contains exactly one Object Dictionary and is assigned to exactly one
application process. A real device may contain several VFD objects, each ad-
dressed by its communication end points. The object description for the communi-
cation object VFD is defined by the PROFIBUS Specification.

Furthermore the execution of all FMS services is defined by the VFD model.

kkkkkkkkkkkkkhkhkhkhkhkh —

= *+ o+ nnnnn*o=
= * +/- - Qemmmmmmmmme-
= *+ + : - *=
= * +/- - Qemmmmmmmmmee-
= *+ R E—

kkkkkkkkkkkkkhkhkhkhkkkh —

Figure 5. Assignment of VFD to Application Process

3.3.2 Relationship between Client and Server

A client, in terms of communication, is an application process which, with re-
gard to a service, uses the functionality of a remote application process. The
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server is the application process, which with regard to a service, provides the
functionality of its VFD to the client (see next figure). An application process

may therefore on principle be both client and server. FMS services are provided
to submit requests. Requests are transmitted over the given communication rela-
tionship to the communication partner using a message (PDU).

There is a distinction between confirmed and unconfirmed services. In the case
of confirmed services, the client issues the request and the server confirms the
execution of the request with an acknowledgement (confirmation).

Unconfirmed services are initiated by the server. In the case of confirmed serv-
ices, the requests issued on a communication relationship shall have an identi-
fication (Invoke-ID) assigned by the application process. This request identifi-
cation allows unique assignment of the issued request to the corresponding ac-
knowledgement. The execution of the services is described in detail with service
primitives and service sequences.

= Client = = Server =

—  kkkkkkkkkkk — —  kkkkkkkkkkkk —

= * * = = *nnn o*o=

= * * =----> Confirmed Service ----> = *--->: * =
= * * = =% 1. *=

= * 0 ol: *=

= * * =<---- Acknowledgement <----- = Fi<emn * =
= * * = = *nnno*o=

—  kkkkkkkkkkk — —  kkkkkkkkkkkk —

= Server = = Client =

= kkkkkkkkkkk — = kkkkkkkkkkkk —

=F o= =% * =

= * ] = * * =

= * * =---> Unconfirmed Service ---> = *--->  * =
= * - = * * =

= * 0 0 * =

=F o= =% * =

e T s =  kkkkkkkkkkkk —

Figure 6. Relationship between Client and Server

3.3.2.1 Service Primitives

The issuing of a request (confirmed service) is described at the client by the
service primitive request (.req) and the receipt of the server's acknowledgement
with the service primitive confirmation (.con). At the server the receipt of the
request is described by the service primitive indication (.ind) and the return
of the request acknowledgement with the service primitive response (.res).
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Client I Server
+
Service.request ! Service.indication
Service.confirm (+/-) ! Service.response (+/-)

Figure 7. Confirmed Service

Service.request ( .req ):
With this service primitive the client delivers a service request to the commu-
nication.

Service.indication ( .ind ):
The server shall execute the request upon receipt of this service primitive from
the communication.

Service.response ( .res):
With this service primitive the server delivers the acknowledgement of the re-
guest to the communication.

Service.confirm (.con ):

With this service primitive the communication delivers the server's acknowledge-
ment of the request to the client.

An unconfirmed service is initiated by the server using the service primitive
request.

The receipt at the client is notified with the service primitive indication.

Server ! Client
+

Service.request ! Service.indication

Figure 8. Unconfirmed Service

Service.request ( .req ):
With this service primitive the server initiates an unconfirmed service.
Service.indication ( .ind ):
The receipt of an unconfirmed service is notified with this service primitive.
3.3.2.2 Service Sequences
The timing of the service primitives between client and server is shown with
service sequences.

Client Bus Server

Service.request ! REQUEST _PDU ! Service.indication
>| >l >

! !
! I after service execution
< I< I<
Service.confirm | RESPONSE_PDU ! Service.response

Figure 9. Confirmed Service Sequence
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Server Bus Client

Service.request ! REQUEST_PDU ! Service.indication
>| >l >
! !

Figure 10. Unconfirmed Service Sequence

3.3.2.3 Parallel Services

Parallel services on a communication relationship exist if several requests in a
server from exactly one client are present on a connection at the same time, or
if a client has initiated several requests to exactly one server over a connec-
tion at the same time that have not yet been executed. The individual requests
are distinguished from each other by the request identification (Invoke-1D).

= Client = = Server =

= kkkkkkkkkkk — = kkkkkkkkkkkk —

= * * = = Kesnannn * —

= * * = ---> Service.request ---> = *--->: * =
] * = = * % =

=% * = ---> Service.request ---> = *--->: * =
= % * = = * % =

=% * = ---> Service.request ---> = *--->: * =
= * o} 0 * =

= * * = = keereens * —

—  kkkkkkkkkkk — =  kkkkkkkkkkkkx —

Figure 11. Client - Server / parallel (confirmed) Services

3.3.24 Mutual Services

Mutual (confirmed) services exist if an application process is client as well as
server for a communication relationship at the same time. That means that this
application process has given a request and has received but not yet executed a
request see the following figure.

= Client/Server = = Server/Client =
= kkkkkkkkkkk — = kkkkkkkkkkkk —

= ok ceeeees * = = kreeeens * =

=* * = ---> Service.request ---> = *--->: * =
= * : * o= = * I

= * :<---* = <--- Service.request<--- = *  * =
= * 0 o @ * =

= * i = * -

= k ceeeees * = = kreeeens * =

= *kkkkkkkkkk — = *kkkkkkkkkkk =

Figure 12. Client - Server / Mutual (confirmed) Services
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3.3.3 Communication Relationships between Applications

Each communication relationship is configured, irrespective of the time of its
use. The configuration is stored in each station in its Communication Relation-
ship List (CRL). An application process identifies the communication relation-
ship using a local communication reference (application specific, symbol or num-
ber). The communication relationships are divided into the following three
types:

- one-to-one
- one-to-many
- one-to-all

A further attribute of a communication relationship is the authorization of a
station to access the bus. Herein it is distinguished between master - master
and master - slave communication relationships. Additional distinguishing fea-
tures are the attributes "connection-oriented" and "connectionless" as well as
the connection types "cyclic" and "acyclic".

The Application Layer of the PROFIBUS Specification uses the services and pri-
orities of the PROFIBUS Data Link Layer (FDL) according to the selected communi-
cation relationship. The FDL provides two priorities for the transmission of
messages.

3.3.3.1 Communication Relationship between Master and Master as well as Master

and Slave

It is possible for a master to access the bus actively, that is to transmit mes-
sages independently. Slaves only have the cap-ability of a passive bus access,
that is messages may only be transmitted on request of a master. If several mas-
ters exist, rules for the authorization of bus access are necessary. This is

achieved in a PROFIBUS System by passing the bus access right (token) from mas-

ter to master. The bus access right shall be passed on by the master no later
than upon expiration of the token hold time.

A master is able to poll slaves as long as it has the active bus access; that
means that the slaves receive the passive bus access one after another (see
PROFIBUS Data Link Layer).

The PROFIBUS Specification distinguishes between master-master and master-slave

communication relationships.

Fommm - Logical Token Ring ----------------- +
! !
| =—===m=mmmmm—= ——=—————=== |
I = = = = |1
+--->= Master =-------------------- >= Master =----+
I ce
I I I I
] ] ] ]
I Polling ! I Polling !
=Slave = = Slave = =Slave = = Slave =

Figure 13. Hybrid Medium Access Control in PROFIBUS
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3.3.3.2 Types of Communication Relationships

In a one-to-one communication relationship an application process communicates
with exactly one remote communication process. This is realized in PROFIBUS by
connection-oriented communication relationships.

In a one-to-many relationship (multicast) one application process communicates
concurrently with the application processes of a group of stations. Exactly one
application process is addressed per station.

In the case of a one-to-all relationship (broadcast), one application process
communicates concurrently with the application processes of all stations. Ex-
actly one application process is addressed per station.

A one-to-many or one-to-all communication relationship does not permit acknow-
ledgement of the execution of a request. One-to-many and one-to-all communica-
tion relationships are realized in PROFIBUS by connectionless communication re-
lationships.

—  kkkkkkk — = kkkkkkk —
=* 0 one-to-one o *=
- %  * = = * ¥ =
=*A 0----- one-to-many + oB*=
- %  * = I =% * =
=* Q- one-to-all + o *=
—  kkkkkkk — | | = kkkkkkk —
=== | | ===
Lo
I
| | = *kkkkkk —
| [ — 0 * =
| =*C * =
[ S o) * =
| —  kkkkkkk —
|
|
|
| —  kkkkkkk —
Fommmmee e oD*=

= kkkkkkk —

Figure 14. Example of Communication Relationships

3.3.3.21 Connection-oriented Communication Relationships

In a connection-oriented communication relationship a logical one-to-one connec-
tion is established between two communication partners. For connection-oriented
communication one basically distinguishes between

- connection establishment phase

- data transfer phase and

- connection release phase

Exchanging data on a connection shall only be possible after a successful con-
nection establishment. In the connection establishment phase a request to estab-
lish the connection is announced at the remote application process (Initiate
service). The request to establish the connection contains the information about
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the services which will be used in the data transfer phase, the maximum message
size and the desired connection type as well as further options of the connec-
tion.

If the remote application process accepts the request to establish the connec-
tion, it transmits a confirmation of this request to the requester.

After that, both application processes are in the data transfer phase and are
able to communicate with each other according to the agreed rules (context). The
availability of an established connection may be controlled in the LLI.

A connection is dissolved by its release (Abort service). Thereafter data trans-
fer is only possible when the connection has been established again.

Client : Server

<Connection Establishment Phase>:
———————— > Connection Request on following —mmmmee>
Conditions (Context) :

O Connection Request on given O
Conditions accepted

<Data Transfer Phase>
S Data Transfer on agreed Conditions ~ --------- >

<Connection Release Phase>

———————— > Connection Release >
or

<o Connection Release - >
or

<-mmmmee- 'Error ————————— >

Figure 15. Connection-oriented Communication Relationship

The PROFIBUS Specification defines the following connection types:

communication relationships between master and slave

- connection for cyclic data transfer without slave initiative
- connection for cyclic data transfer with slave initiative

- connection for acyclic data transfer without slave initiative
- connection for acyclic data transfer with slave initiative

communication relationships between master and master
- connection for acyclic data transfer

In a connection for cyclic data transfer confirmed FMS services are executed cy-
clically by the communication on request of the master in the data transfer
phase. Only the FMS services Read and Write are permitted.
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In addition the master can initiate unconfirmed FMS services with high or low
priority. Unconfirmed FMS services are only executed once per service request;
this also applies to a connection for cyclic data transfer.

On a connection for cyclic data transfer with slave initiative the slave may
also initiate unconfirmed FMS services with high or low priority.

If a connection for cyclic data transfer with or without slave initiative is re-
quired between two masters, one of them shall behave as a slave as far as Layer
7 service sequences are concerned.

In a connection for acyclic data transfer, confirmed and unconfirmed services
are only executed once. Services are always initiated by the master (in case of
a master - master communication relationship by both).

In a connection for acyclic data transfer with slave initiative, the slave is in
addition able to initiate unconfirmed FMS services with selectable priority.

3.3.3.2.2 Connectionless Communication Relationships

A connectionless communication relationship is either a one-to-many (multicast)
or a one-to-all (broadcast) communication relationship. For connectionless com-
munication relationships neither a connection establishment nor a connection re-
lease is performed. They are always in the data transfer phase. It is not possi-
ble for the communication to monitor the connection in this case. The execution
of the request cannot be acknowledged by the remote application processes, i.e.,
only unconfirmed services are permissible.

3.3.33 Communication Relationship List (CRL)

The Communication Relationship List (CRL) of a station contains the description
of all communication relationships of this station to other stations independent

of the time of use (see figure below). The CRL is prepared individually for each
PROFIBUS station when configuring the network and loaded locally or remotely us-
ing the management services.

Information about the type of communication relationship, the connection type,
the context, the addressing and the associated VFD are stored for each communi-
cation relationship in the CRL.
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CRL =
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=* # 13 0-----># - connection type #>------------- +
= * *  #-master/slave ... # = !

= ¥ * # - context # = !

—_ %

*  #-VFD pointer # = !
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*  # - VFD pointer # =
ERRRIRRRRRRK IR R =

Application <-- | --> Communication !

| !

|
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= CRL = !
= ReRkkkkokkkkkkk  HHHHIHHHEHHE R R = !
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= ¥ *  {#f-real bus address # = !
= * # 34 0-----># - connection type #>------------- +
= ¥ *  #-master/slave ... # =
= * * # - context # =
—_ %

Figure 16. Example of a Communication Relationship List (CRL)

3.3.4 Communication Objects

The PROFIBUS Specification provides a multitude of communication objects to the
remote application process. Object specific services act on each communication
object. If a service operates on a communication object, the behaviour of the
communication object is defined by rules (PROFIBUS models).

The PROFIBUS Specification distinguishes between explicit and implicit communi-
cation objects.

The object description of implicit communication objects is defined by the
PROFIBUS Specification. Thus the communication may neither create, read, alter
nor delete the description of implicit communication objects.

Explicit communication objects are assigned to an object description. The object
descriptions of all explicit communication objects are listed in the Object Dic-
tionary of a station.

3.34.1 Static and dynamic Communication Objects
Explicit communication objects are divided into two groups:
static communication objects:

simple variable, array, record, domain, event
dynamic communication objects:

program invocation, variable list

Static communication objects shall be registered in the static part of the Ob-
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ject Dictionary. In the field area, static objects normally do not change very
often or only in certain operational modes. The definition of static communica-
tion objects may be performed in one of the following operational phases:

- during start-up or configuration phase
- on line

Typically static communication objects are registered in the Object Dictionary
during the projection phase of the bus system.

The dynamic communication objects shall be entered in the dynamic part of the
Object Dictionary. They may be predefined or created and deleted dynamically us-
ing FMS services.

- %

=+ + HEHHIHH I 0 =
= o+ 4 < # #o* =

= * +- <o # Object # O0--------m--
= *+ + # Dictionary # * =

= * +- <em-oeee- # (OD) # 0----m-mmee--
= * 4+ 4 <eeeee- # #o* =

= *+ 4 HEHHIHIH I =
— % = sessssssssssssssssssssessssesssss * -

*kkkkk * * *kkkkk * *kkkkk * —

Figure 17. Assignment of Object Dictionary to VFD

3.34.2 Object Addressing

Each communication object shall be able to be addressed. The PROFIBUS Specifica-
tion defines the following addressing schemes:

- physical

- implicit

- logical addressing or addressing by names

The addressing scheme depends on the object. Explicit objects may be addressed
logically or by name. In the case of explicit objects logical addressing is man-
datory, whereas addressing by name is optional.

In the case of logical addressing, each communication object shall be addressed
by use of a logical address (index) that shall be read out of the Object Dic-
tionary (see figure below). The addressing of the process object is done in the
application process itself. The assignment between logical address (communica-
tion) and real address (process object) is defined by local rules. The communi-
cation partner shall read this assignment from the Object Dictionary if it is

not known from the configuration.

In the case of addressing by names, the names shall be unique, at least within
the following groups of objects:

- domain

- program invocation

- simple variable, array, record

- variable list

- event
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The structure of the names and their use is defined by the application and by
profiles. In the case of physical addressing, the address is specific to the de-

vice and thus not defined by the PROFIBUS Specification. Implicit addressing ap-
plies to communication objects that are important for the administration of the
communication itself (VFD, transaction object).

lindex!

[ — + +

11! !

| | |

b !
logical  +-----+---—-+ + + + Communica-
Address 17 ->! 17 IName!Ob- !Object linternal!-> tion Object/
/Name I I lject !Attri- !Address ! Process

I | ICode !bute ! I Object

[ — +ot + + +

| 1

| 1

b !

In ! !

S u— + +

Figure 18. Object Dictionary (Principle)

3.3.5 Object Description Model of Communication

A remote application process has to know the object description before it is
able to operate on the communication object. This information may be announced
during configuration. If an application process does not know the object de-
scription when accessing an object, the description of the object shall be read

at the communication partner.

The station where the object really exists holds the definition of the object
description (Source-OD). The Source-OD contains the description of all communi-
cation objects of a station.

The Object Dictionary is designed specifically for each VFD. The structure de-
fined in this specification does not prescribe a concrete implementation of the
Object Dictionary. Only the structure of the object descriptions transmitted
over the bus are defined. In addition, the existence of an Object Dictionary it-

self is not required if the necessary information may be constructed, e.g. with

an algorithm. Thus a uniform view of communication objects is provided over the
bus in a distributed application with devices of different manufacturers (multi-
vendor facility).

A specific object description is addressed with the same logical address (index)

or the same name as the corresponding communication object. Corresponding FMS
services are provided to the remote application process. The object description

is read with the service Get-OD. Using the Put-OD service, entries in the Object
Dictionary may be registered, deleted or changed.
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Client : Server

<If Object Description not >
<not know from Configuration > :

-------- > Get Object Ijescription of >
logical Address 17 / read Name

Lommemees Object Desc.ription for logical =~ <---------
Address 17 / Name

-------- > Read Objecf with logical >
Address 17 / Name

Figure 19. Example for Reading an Entry in the Object Dictionary and the Object
(Variable Object)

Client : Server

<If Object Description  >:
<shall be generated at >:
<the Communication Partner >:

-------- > Write Object. Description on e
logical Address 17 / Name

<-mmoeee- Object Desc.ription loaded on S
logical Address 17 / Name

Figure 20. Example for Writing an Entry into the Object Dictionary of the Com-
munication Partner

3.35.1 Description

The object description of a single communication object contains information
about the object code, the assigned logical address and the name if desired.
Furthermore, the assignment of the real address to the logical address and, if
required, to a name are defined in the object description. The object descrip-
tion contains additional object specific attributes (see figure below).
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+ + + + + +
I Index ! Object ! further !real !Name ! Extension !
I Code ! Object ! Object ! ! !
! ! attributes! address ! ! !

+ + + + + +

-+

+ ==

S — > | Communication/ !
! Process Object !
!

Figure 21. Example of an Object Entry as a Communication Partner sees it (Prin-
ciple)

3.3.6  Protection Mechanisms

Protection mechanisms exist for communication end points and communication ob-
jects. Communication end points are protected by the communication whereas com-
munication objects are protected by the application process.

A communication end point on connection-oriented and also on connectionless com-
munication relationships may be protected by configuration in the Communication
Relationship list. The access right to this communication end point is given
only to a defined communication partner (access control).

In the case of connection-oriented communication relationships it is also possi-

ble to protect the access after successfully establishing the connection (open
communication end point). Therefore several communication partners are able to
use a communication end point at different times one after the other. For con-
nection-oriented data transfer several communication partners may not simultane-
ously use a communication end point.

A communication object may be protected by configuration in the Object Diction-
ary. The access to a communication object may be allowed for certain communica-
tion partners only. Beyond that it is possible to restrict the services permis-

sible on a communication object by an entry in the Object Dictionary (e.g. vari-

able is read only).

Further protection mechanisms of the application process are device specific and
therefore not affected by the PROFIBUS Specification.

3.4 Model of Fieldbus Management Layer 7 (FMA7Y)

The FMAY describes management objects, services and the resulting models. The
objects are described implicitly (by the PROFIBUS Specification). Accessing the
objects is done using object specific services. One distinguishes between local

and remote FMAY services. A parallel execution of FMA7 services is not possible.

The service parameters are described analogously to the presentation in the ta-
ble before.

The FMAY is based on the FMA1/2 functions specified in PROFIBUS Data Link Layer
and the management functions of LLI and FMS.
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3.4.1 Local Management

Local management services are rendered locally and allow the manipulation of lo-
cal management objects.

At the management user, a request is given by a request service primitive. The
acknowledgement of the request is received with a confirmation service primi-

tive. FMA7 maps local management services onto the management services of
FMA1/2, LLI and FMS.

3.4.2 Remote Management

Remote management services allow the manipulation of management objects at the
remote station. The FMAY service is transmitted over the management connection
using a FMA7_PDU. The remote management is a user of the LLI (like FMS). Remote
management services are characterized by the remote user rendering a service by
means of its local management. The remote management is connection-oriented and
uses the transport functionality of the LLI.

All the PROFIBUS stations, except diagnosis and configuration tools, support re-

mote management services as a responder on exactly one management connection
only. The characteristics and the addressing of the management connection is de-

fined at the responder. Configuration or diagnosis tools support remote man-
agement services also as a requester on several management connections.

3.4.3 Default Management Connection

With the definition of the default management connection, a uniform access to
PROFIBUS stations is provided for configuration or diagnosis tools. Each
PROFIBUS station that supports FMA7 remote services as a responder shall have a
default management connection under CREF 1 registered in the CRL.

If a complete remote configuration of a station is required (Object Dictionary
(OD), Communication Relationship List (CRL) and bus parameters), two connections
have to be provided for configuration in the CRL: a management connection for
the configuration of the CRL and the bus parameters, and a FMS connection for
the configuration of the OD.
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4 Fieldbus Message Specification (FMS)

In order to fit to a wide range of operational areas, the communication system
PROFIBUS provides the application system with a variety of services for using
open communication.

This variety is not required in all devices and areas. Restrictions are defined
in application specific profiles. The provided services take the following cri-
teria into consideration:

- The service scope is adapted to the operational area of the fieldbus.
- The compatibility to MAP (MMS) is guaranteed as appropriate.

- The hard time requirements shall be fulfilled.

- The service definition is with a modern, object oriented method.

4.1 Service Model

The service model of the application layer contains services that allow opera-
tions on objects.

Some of the objects are described implicitly, i.e. the description is defined by
the PROFIBUS Specification. The rest are described explicitly in the Object Dic-
tionary. Access to objects is achieved using object specific services.

When addressing objects the PROFIBUS Specification distinguishes between logi-
cal, physical and implicit addressing, and also addressing by name.

4.1.1  Short Description of Services

Initiate (‘establishing a connection )

This service is used to establish a connection between two communication part-
ners. Mutual, connection specific agreements on the manner of using the communi-
cation are made (context). All other communication services are only permitted
after a successful connection establishment when connection-oriented data trans-
fer is used.

Abort ( release of a connection )

With this service an existing connection between two communication partners is
released. A resumption of the connection in case of connection-oriented data
transfer is only possible after the connection has been established again (Ini-
tiate).

Reject (refusing an inadmissible service or PDU )

The FMS protocol uses the Reject service to refuse an inadmissible service or
an inadmissible received PDU. Reasons for the Reject:

- violation of the transmission protocol

- error in the service request

- error in the response of a service

- service not executable

- service offends against the context agreement.

Status ( reading the status of the device / application )
This service is used to read the status of the device / application.

UnsolicitedStatus ( spontaneous reporting of the status )

This service is used for a spontaneous transmission of the device / application
status.

Identify ( reading of manufacturer, type and version )

This service is used to read the vendor name (name of the manufacturer), model
name (name of the type of device) and revision (identification of the version)

of a device.
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GetOD ( reading an object description )

This service is used to read a single or several object descriptions out of the
Object Dictionary (OD). Thus the index or the name of the desired object de-
scription shall be given in the GetOD service or the option to read all of the
object descriptions may be selected.

InitiatePutOD ( opening the download of the OD )

A client uses this service to indicate to the server that it intends to deliver
object descriptions.

PutOD ( loading an object description )

The client uses the PutOD service to deliver object descriptions to the server.
The object descriptions are loaded into the server's Object Dictionary.

TerminatePutOD ( termination of the downloading of the OD )

The client uses this service to indicate to the server that the delivery of the
object descriptions is complete.

InitiateDownloadSequence ( opening a download sequence )

With this service a blockwise transmission of data (parameters, program code,
...) from the "client" into a domain of the "server" is announced.

The PROFIBUS Specification requires the domain to be defined in the Object Dic-
tionary before a download can be performed. Special attributes of the domain are
also stored in the OD and are not set with the InitiateDownloadSequence service.

DownloadSegment ( transmitting a download data block )

The "server" uses this service to fetch a block of data from the "client". The
"client" transmits the data and an additional notification as to whether further
data is ready to be transmitted. The maximal block length is determined by the
length of user data in a PROFIBUS frame.

TerminateDownloadSequence (terminating a download sequence )

With this service the "server" communicates that the blockwise transmission of
data in its domain is complete. In addition the "server” indicates if the trans-
mission has been successfully completed.

RequestDomainDownload ( requesting a download )

With this service the "server" requests its "client” to perform a download. The
request of the "server" may contain the optional information from which file of
the "client" the data shall be read. The answer (acknowledgement) to that re-
guest is transmitted only after completion of the download.

InitiateUploadSequence ( opening an upload sequence )

With this service the client opens the blockwise transmission of data (parame-
ters, program code, ...) out of a domain of the server.

UploadSegment ( transmitting an upload data block )

With this service the client fetches a block of data out of a domain of the

server. The server transmits the data and an additional notification as to
whether further data is ready to be transmitted. The maximal block length is de-
termined by the length of user data in a PROFIBUS frame.

TerminateUploadSequence (terminating an upload sequence )

With this service the client communicates that the blockwise transmission of
data from the server to the client is complete.

RequestDomainUpload  ( requesting an upload )

With this service the "server" requests its "client" to perform an Upload. The
request of the "server" may contain the optional information as to which file of
the "client" the upload data shall be written. The answer (acknowledgement) to
this request is not transmitted before the Download has been completed.
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CreatePrograminvocation ( combine domains to a program )

With this service, domains (e.g. code, data ) that are described in the Object
Dictionary , are combined online to a program-invocation object. This object
shall be addressed using a logical address.

DeletePrograminvocation ( deleting a program )
With this service a program invocation object is deleted.

Start ( starting a program after a reset)
A program is started and executed from the beginning.

Stop ( stopping a program )
A running program is stopped but not set to the beginning.

Resume ( resuming a program after a stop )
A stopped program is set into the RUNNING state but not reset.

Reset (resetting a program )
A stopped program is set at the beginning.

Kill  ( shut down a program )
A program invocation is set into the UNRUNNABLE state independent of its present
state.

Read ( reading a variable )
The value of a variable object defined in the Object Dictionary is read.

Write  ( writing a variable )
With this service a value is assigned to a variable object described in the Ob-
ject Dictionary.

ReadWithType ( reading a variable )

The value and the data type description of a variable object described in the
Object Dictionary are read.

WriteWithType  (writing a variable )

A value is assigned to a variable object described in the Object dictionary. The
data type description is appended to the value.

PhysRead ( reading a physical access object )
With this service the value of a physical access object is read.

PhysWrite  ( writing a physical-access object )
With this service a value is assigned to the physical access object.

InformationReport ( sending data - not acknowledged )

The value of a variable object described in the Object Dictionary is transmitted
to e.g. all other stations for synchronization purposes.

InformationReportWithType ( sending data - not acknowledged )

The value and the data type description of a variable object described in the
Object Dictionary is transmitted to e.g. all other stations for synchronization
purposes.

DefineVariableList ( combine variables to a list )

With this service variable objects described in the static Object Dictionary are
combined online to the new variable object variable list. This object is ad-
dressed thereafter using a logical address.

DeleteVariableList ( deleting of a variable list )
With this service a variable list is deleted.
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EventNotification ( notifying an event)

With this service a predefined event message is transmitted to another communi-
cation partner. Optionally event data may be transmitted in addition.

EventNotificationWithType ( notifying an event )

With this service a predefined event message is transmitted to another communi-
cation partner. Optionally event data may be transmitted in addition; in this
case a data type description shall be appended to the event data.

AcknowledgeEventNotification (‘acknowledging an event )
With this service the receipt of an event is confirmed.

AlterEventConditionMonitoring (‘enable / disable event)
With this service the transmission of an event is released or suppressed.

41.1.1 Marginal Conditions for the Services
The following services shall be provided in all PROFIBUS devices as a server:

- Initiate

- Abort

- Reject

- Status

- ldentify

- GetOD (short form only, see OD Services)

The variety of services on a communication relationship may be restricted (see
LLI, section communication relationships):

- master / master or master / slave
- connection-oriented (acyclic, cyclic, each with or without slave initiative)
- connectionless (broadcast, multicast).

The variety of services may be subjected to further restrictions through appli-
cation specific definitions (profiles).

Only one object may be addressed with a service. This object may in turn consist
of several objects.

With one service, about 220 octets of user data at most may be transmitted.

In addition to the service specific parameters defined for each service, the
communication reference shall be transferred at the interface FMS - user. The
FMS delivers the communication reference to the LLI.

In the case of confirmed services, the identification of the request (Invoke-ID)
shall be transferred too. An exception is the Initiate-Service where no Invoke-
ID is required.

4.1.1.2 Client and Server

A client in terms of communication is an application process that, with regard
to a service, uses the functionality of a VFD of a remote application process.
The server is the application process that, relative to the service, provides
the functionality of its VFD to the client. An application process may be server
and client at the same time.

Services are provided to issue requests. Requests are transmitted to the commu-
nication partner using messages (PDUs) over a defined communication relation-
ship.
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41.1.2.1 Confirmed and Unconfirmed Services

There are confirmed and unconfirmed services. In case of confirmed services the
client gives a request and the server confirms the execution of the request with
an acknowledgement (confirmation).

Unconfirmed services are initiated by the server. In case of confirmed services,

the requests issued on a communication relationship shall receive an identifica-

tion (Invoke-ID) from the application process. This request identification al-

lows a unique assignment between the given request and the corresponding acknow-
ledgement.

The execution of the services is described in detail with service primitives and
service sequences.

41.1.2.2 Service Primitives and Service Sequences
Confirmed Services

The following diagram shows the principle sequence between a client and a server
for confirmed services:

Client Bus Server

Service.req ! REQUEST_PDU I Service.ind
>| >| >
! !
! I after Service Execution

< I< I<

Service.con ! RESPONSE_PDU ! Service.res

Figure 22. Sequence of Confirmed Services

A request (confirmed service) at the client is described with the service primi-
tive request (.req) and the receipt of the server's acknowledgement of the re-
quest is described with the service primitive confirmation (.con).

At the server, the receipt of the request is described with the service primi-
tive indication (.ind) and the delivery of the acknowledgement of the request is
described with the service primitive response (.res).

Unconfirmed Services

The following diagram shows the principle sequence between a client and a server
for unconfirmed services:
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Server Bus Client

Service.req ! REQUEST_PDU I Service.ind
>| >l >
! !

Figure 23. Sequence of Unconfirmed Services

An unconfirmed service is initiated by the server using the service primitive
request (.req).

The receipt at the client is notified with the service primitive indication
(.ind).

4.1.2  Short Description of Objects
Explicit Objects

The PROFIBUS Specification recognizes the following objects described explicitly
by the Obiject Dictionary:

- Object Dictionary

- domain

- program invocation
- simple variable

- array

- record

- variable list

- event

Implicit Objects

The PROFIBUS Specification recognizes the following objects described implic-
itly:

- transaction-object

- VFD

- object description Object Dictionary
- data type

- data type structure description

- object description domain

- object description program invocation
- object description simple variable

- object description array

- object description record

- object description variable list

- object description event

- physical access object

The objects are described in each subclause in the following form:

Object: designation of the object
Key Attribute: key attribute for this object
Attribute: attribute of the object
Attribute: attribute of the object
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Attribute
The attribute expresses a certain defined characteristic of the object.

Key Attribute

The key attribute is a characteristic of the object that makes unique addressing
possible.

If an object is addressed using a combination of two key attributes, then these
two key attributes are given on a line separated by the character "&".

If an object is addressed alternatively by several key attributes, then these
are declared on successive lines. An object may always be addressed with the
first key attribute; addressing with further key attributes is optional.

41.2.1 Access Rights

Objects may be protected from unauthorized access. The services for accessing
the object are restricted to the authorized communication partners.

Objects may only be accessed if the authorization to access the object exists.
The relevant information for access control is located in the object description

of the OD and in the object description of the specific objects, and is in part
transmitted with the Initiate service when establishing a connection.

Access protection for the object description itself is not provided.

OD object description: attribute access protection supported

object description: attribute password
attribute access groups
attribute access rights

Initiate service:  parameter access protection supported (calling)
parameter password (calling)
parameter access groups (calling)
parameter access protection supported (called)
parameter password (called)
parameter access groups (called)

Access Protection Supported
Indicates if access rights are checked when accessing an object.

access protection supported: false

Every communication partner is authorized to access every object. The attributes
password, access groups and access rights do not exist in the object descrip-
tions.

access protection supported: true

The authorization depends on the parameters transmitted with the Initiate serv-
ice (password and access groups) as well as the attributes of the objects them-
selves (password, access groups and access rights). The object attribute access
rights differentiates rights, e.g. reading, writing and executing.

Authorization is checked for every access.

- If the object attribute access rights allows access from all communication
partners, the authorization exists.

- If the object attribute access rights allows access from access groups and if
the client is a member of at least one of the authorized access groups, then
authorization exists.

- If the object attribute access rights allows access with a password and if
the password of the object description is identical to the password transmit-
ted with the Initiate service, then authorization exists.
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Password

The PROFIBUS Specification distinguishes between the attribute password in the
object description and the parameter password of the Initiate service.

- attribute password ( object description )
This attribute contains an identification defined by the user that authorizes
access to the object in accordance with the attribute access rights.

- parameter password ( Initiate service )

This parameter indicates the password valid for a specific communication re-
lationship. If access with password shall not be provided on a communication
relationship the parameter password shall have the value 0.

In the case of a station supporting access with password, the values of the
parameter password received with the Initiate service shall be unique for all
communication relationships (exception password = 0).

Access Groups

The PROFIBUS Specification distinguishes between the attribute access groups in
the object description and the parameter access groups of the Initiate service.
There are 8 different access groups possible.

- attribute access groups ( object description )
This attribute contains the groups defined by the user, which authorize
access to the object in accordance with the attribute access rights.

- parameter access groups ( Initiate service )

This parameter defines the membership to one or several groups which is valid
for a communication relationship. If access with access groups is not to be
conducted on a communication relationship, the parameter access groups shall
have the binary value 00000000.

Access Rights

The PROFIBUS Specification differentiates rights, e.g. for reading, writing and
executing, according to access with password, access for access groups and ac-
cess for all communication partners. Thus it is possible to give differentiated
access rights, e.g., right to read for all communication partners, right to
write for access groups, right to delete for a single communication partner
(password).

The following communication objects may be assigned access rights:

Table 2. Access Rights to Objects

4 4 +

I Object I Rights !

I domain !'upload , download , create PI !

I program invocation ! start , stop , delete !
I simple variable !read , write !

I array !'read , write !

I record I read , write !

I variable list I read , write , delete !
I event ! alter , acknowledge !
+ + +
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Example for Access Rights

+ + 4+ +
I OD object description ! ! OD object description !
I participant A I 1 participant B !

+ + 4+ +

I 'access protection- I laccess protection- !

I supported = true I I'supported = false !

+ + o+ +

I Object Dictionary ! ! Object Dictionary !

I participant A I 1 participant B !

+ + o+ +

lindex 114 ! lindex 78 !

I objectcode =var | !objectcode =record !
I'password =0 I lindex 83 !
l'access groups =00 hex ! ! objectcode = var !
I 'access rights = ra I lindex 84 !
lindex 115 ! I objectcode = var !

I objectcode =var | + +

I password =134 !
I'access groups = 40 hex !
I access rights = r,rg,wg !
l'index 116 !

I objectcode =array !

I password =177 !
I'access groups = 07 hex !
laccess rights =w,rg !

explanation:

var simple variable

r right to read with password

rg right to read for access groups

ra right to read for all communication partners
w right to write with password

wg right to write for access groups

Initiate service, participant A as a client

--> |nitiate.req access protection-supported (calling) = true

password (calling) =0
access groups (calling) =00 hex
<-- Initiate.res access protection-supported (called) = false
password (called) =134
access groups (called) =05 hex

Other services, participant A as a client
--> Read.req index =78
<-- Read.res(+) (access to all objects possible )

Other services, participant B as client

<-- Read.req index = 114

--> Read.res(+) (all may read object 114 )

<-- Write.req  index =114

--> Write.res(-) (no station may write to object 114 )

<-- Read.req index = 115

--> Read.res(+) (password 134 may read )

<-- Write.req  index =115

--> Write.res(-) (station B does not belong to access group 40 hex )

<-- Read.req index = 116

--> Read.res(+) (access group 04 hex and 01 hex may read)

<-- Write.req  index =116

--> Write.res(-) (password not correct, and access groups are
not authorized to write)
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explanation of the symbols:
--> messages from station A to station B
<-- messages from station B to station A

41.2.2 Domain Restrictions of Objects

The domain of validity of a communication object is the domain, in which a
unique addressing of the object is possible.

4.1.2.3 Creation and Deletion of Objects

All objects are created during configuration. In addition, the objects variable
list and program invocation may be created or deleted dynamically using the cor-
responding services.

4.1.3 Addressing of Objects

Each object is addressed with a defined address scheme. The following address
schemes are permissible:

- logical addressing (index)
- physical addressing

- implicit addressing

- addressing by name

4131 Logical Addressing

The addressing of the following objects is achieved with a logical address (in-
dex):

- object description object dictionary
- object description domain

- object description program invocation
- object description simple variable
- object description array

- object description record

- object description variable list

- object description event

- domain

- program invocation

- data type

- data type structure description

- simple variable

- array

- record

- variable list

- event

The logical address is represented by an index of data type unsignedl16. The re-
lationship between index and object is stored in the object description in the
Object Dictionary.

4.1.3.2 Physical Addressing

The physical access object may only be addressed using physical addressing.
Physical addressing is done with an address of 32 bit, the meaning of which is
defined by the addressed system.
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4.1.3.3 Implicit Addressing

The object VFD is addressed by communication references (CREF). The object Ob-
ject Dictionary is addressed via the VFD. The transaction object is addressed
specifically to the connection using the invoke-ID and the communication refer-

ence of confirmed services.

4.1.3.4 Named Address

Addressing by name is optional. The following objects may be addressed by name
in addition to logical addressing:

- object description domain

- object description program invocation
- object description simple variable
- object description array

- object description record

- object description variable list

- object description event

- domain

- program invocation

- simple variable

- array

- record

- variable list

- event

The names are represented with a visible string. The length of the visible
string is fixed and it is defined in the OD object description by the attribute
name length. The value of the attribute name length shall be a maximum of 32.

If no name is to be defined for an object, then the attribute name shall be set
to the visible string of the defined length consisting only of SPACE characters.

Addressing by name is only possible if names are permissible in the Object Dic-
tionary and if the field FMS Features Supported in the FMS CRL entry of the as-
sociated communication relationship indicates that the option "addressing by
name" is supported.

The structure and the usage of the names is defined by the application as well
as by profiles.

A name with a visible string that consists only of SPACE characters shall not be
used with FMS services for addressing objects.

The names shall be unique at least within the following groups of objects:

- domain

- program invocation

- simple variable, array, record
- variable list

- event

Addressing an object by name requires that the parameter "name" given in the
service matches the object's name within the associated object group in the OD.
The names match if the length (indicated in the OD object description) is the
same and if each character matches.

4.1.4  Assignment of Services to Master / Slave and to Objects

The following table gives an overview as to which services shall be provided by
a passive station (slave), which shall be provided by an active station (master)
and which services are optional. In addition the functionality of server and
client is given separately. Moreover, the table distinguishes between confirmed
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Table 3. Assignment of Services to Master and Slave

+ +
I Service Slave Master cfd/!

! Cli Serv Cli Serv unc !

+ +

I Initiate -M OM cfd !

I Abort M M MM unc !

I Reject M M MM unc !

I Status -M OM cfd !

I UnsolicitedStatus o) e) OO0 unc'!

I Identify -M OM cfd !

I GetOD (short form) -M OM cfd !

I GetOD (long form) -0 OO cfd!

I InitiatePutOD -0 OO0 cfd !

I PutOD -0 OO cfd!

I TerminatePutOD -0 OO cfd!

I InitiateDownloadSequence - - OO cfd!

I DownloadSegment - - OO cfd!

I TerminateDownloadSequence -- OO cfd!
I RequestdomainDownload - - OO0 cfd !

I InitiateUploadSequence -0 OO cfd!

I UploadSegment -0 OO cfd !

I TerminateUploadSequence -0 OO cfd!
I RequestdomainUpload - - OO cfd!

I CreateProgramlnvocation -0 OO0 cfd !

I DeletePrograminvocation -0 OO cfd!

I Start -0 OO cfd!

I Stop -0 OO cfd!

I Resume -0 OO «cfd!

| Reset -0 OO cfd!

IKill -0 OO0 cfd!

! Read -0 OO0 cfd!

I Write -0 OO0 cfd!

I ReadWithType -0 OO cfd!

I WriteWithType -0 OO0 cfd!

! PhysRead -0 OO0 cfd!

! PhysWrite -0 OO0 cfd!

I InformationReport (oXe) OO unc!

I InformationReportWithType (oXe) OO unc!
I DefineVariableList -0 OO0 cfd !

I DeleteVariableList -0 OO0 cfd !

I EventNotification

(0X©) OO unc'!

I EventNotificationWithType (oXe) OO unc'!

I AcknowledgeEventNotification -0 OO0 «cfd!

I AlterEventConditionMonitoring - O OO0 cfd!
+

+

! Used abbreviations:

ICli Client

I Serv Server
I'M  Mandatory

|
cfd confirmed service !
unc unconfirmed service !
O Optional !

l- service not allowed !

+

+

The table below lists the objects on which the specific services act.
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Table 4. Assignment Services / Objects

+ +

I Services ! Objects
+ +

I Initiate !

I Abort ! T
I Reject !

I Status 'F
I UnsolicitedStatus

I [dentify I'F
I GetOD I OH
I InitiatePutOD 'O
I PutOD ! OH
I TerminatePutOD !

I InitiateDownloadSequence

I DownloadSegment ' O
I TerminateDownloadSequence !
I RequestdomainDownload !

I InitiateUploadSequence I O
I UploadSegment ! OH
I TerminateUploadSequence !

I RequestdomainUpload !

T
IF
T

T
T
TD
0]
I

o
I CreateProgramlnvocation IO
0]

I DeletePrograminvocation !
I Start ! T
I Stop ! T
I Resume !

I Reset ! T
LKill ! TP
! Read ! T
I Write ! T

I ReadWithType !

I WriteWithType ! T
! PhysRead !

! PhysWrite !

I InformationReport !
! InformauonReporthhType
I DefineVariableList !
I DeleteVariableList

I EventNotification !
! EventNotificationWithType !

I AcknowledgeEventNotification !

T
0]
H

I
DtDs !
!
P VVLDtDsE!
!

HTD
TD
OHTD !
OHTD
HTD !
TD !

0]
H
H
H

44T
OgO-
Tw O

T E!

I AlterEventConditionMonitoring ! O T E!

+ +

! Abbreviations:
'F VFD

Y phYsical access object !

I O Object Dictionary (OD) V simple Variable, array, record !
I'H OD object description VL Variable List !

I' T Transaction object
D domain Ds Data type
I P Program invocation E Event
+

Dt Data type !

structure descnptlon'

+
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4.1.5 Data Types

The following data types are standardized in the PROFIBUS Specification as com-
munication objects:

- boolean

- integer

- unsigned

- floating point

- visible string

- octet string

- bit string

- date

- time of day

- time difference

In addition, PROFIBUS permits configured data types.

Physically the types consist of one or several octets (bytes). An octet consists
of 8 bits, numbered from 1 to 8. Bit 1 is the LSB (Least Significant Bit).

For the coding of the different data types see the coding in part 6.
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4.2 VFD Support

4.2.1 Model Description

The Virtual Field Device (VFD) is an abstract model for the description of the
data and the behaviour of an automation system as seen by a communication part-
ner.

The basis of the VFD Model is the VFD Object. The VFD Object contains all ob-
jects and object descriptions which may be used by a communication user via
services.

The object descriptions reside in the Object Dictionary (OD). For each VFD there
is exactly one Object Dictionary.

*kkkkkkkkk

*kkkk *kkkkkk
*kkk *kkkk
*% *kkkk
* Application whk
* *%
* ................ *
* + + *
* VFD I Transaction Object ! *
* 4 + *
* *
B — + *
* Vendor Name ... ' OD ! *
*kkk Fommm + *kkk
*k%k *kkkk
*khkkkkhkkk *khkkkkhkkk
! *kkkkkkkkkhkkkkk
! N
Services ! !
v !
+ +
! !
I Layer7 !
! !
I FMS !
L !
! !
I LLI !
+ +
I Layer?2 !
+ -+
I Layerl !
+ +
!
+
Bus

Figure 24. VFD Model
The services of Layer 7 define no concrete interface for an implementation. They
describe in an abstract form which functions may be used.

The application is not a subject of this specification. It shall only be indi-
cated, how the abstractly described services may be made available to the appli-
cation.

The addressing of the VFD objects is defined implicitly by the Communication Re-
lationships. As a rule only one VFD Obiject is used for each device. An extension
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to several VFD Objects for each device is possible.

Communication
Relationship List

(FMS CRL) VFD 1
Fommmmmeeeee + + +
| X +--->1 + + |
R 11 I'I' Transaction ! !
D + 11Objects ! !
R N R S + !

I X + ! !

R ! I+ + !

D + 11 OD Object Description ! !

e + 1 I+ + !
P !
v !
I+ + + + 1
I 110D X-------- >! Object !!
Loy S +1
P I +!
P X-mmmmmnm >! Object !!
11+ +  + + 1
I+ +
! VFD 2
| + +
+--->1 !

+ +

Figure 25. Abstract Model of an Automation System (VFD)

The following VFD Support Services are defined:

- Status \ oo +
- UnsolicitedStatus S > VED !
- Identify. / I I

Figure 26. VFD Support Services

Specific state information of the device may be given to the application with
the Status / UnsolicitedStatus. With the Identify Service the appropriate VFD
can be identified for this Communication Relationship.

4.2.2 The VFD Object

The VFD Object is implicitly defined. The object description of the VFD may not
be remotely read. The VFD Obiject is identified by the attributes

- VendorName
- ModelName

- Revision

- ProfileNumber

If there are several VFDs, it is clear from the entry in the FMS CRL, which VFD
shall be addressed.
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4.2.2.1 Attributes

Object: VFD

Key Attribute: implicit through the Communication Relationship
Attribute: VendorName

Attribute: ModelName

Attribute: Revision

Attribute: ProfileNumber

Attribute: LogicalStatus

Attribute: PhysicalStatus

Attribute: List of VFD Specific Objects

Implicit through the Communication Relationship:

The Communication Relationship which is entered in the FMS Communication Rela-
tionship List (see clause 3.4.2), points to the assigned VFD Object.

VendorName:
This attribute, of type visible string, identifies the vendor of the device.

ModelName:
In this visible string the model name of the device is entered by the vendor.

Revision:

A visible string, which describes the revision level of the device. The value of
this string is defined by the vendor.

ProfileNumber:

The profile identification is entered in this attribute by the vendor in an oc-
tet string with a fixed length of 2 octets. If the device does not correspond to
a profile, then the value "0" shall be entered in both octets.

Logical Status:

This attribute contains information about the state of the communication func-
tionality of the device.

0 <=> ready for communication

2 <=> limited number of services

4 <=> OD-LOADING-NON-INTERACTING
5 <=> OD-LOADING-INTERACTING

Ready for communication
- All services may be used normally.

Limited number of services

The server supports at least the following services:
- Initiate - Identify

- Abort - Status

- Reject - GetOD

OD-LOADING-NON-INTERACTING

If the Object Dictionary is in the state OD-LOADING-NON-INTERACTING, it is not
allowed to execute the service InitiatePutOD.

OD-LOADING-INTERACTING

If the Object Dictionary is in the state OD-LOADING-INTERACTING, then all con-
nections, except for the connection over which the InitiatePutOD Service was re-
ceived, are locked and the establishment of a further connection shall be re-
jected. On this connection only the following services are allowed:

- Initiate - PhysWrite
- Abort - GetOD
- Reject - InitiatePutOD
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- Status - PutOD
- Identify - TerminatePutOD
- PhysRead

Physical Status:

This attribute gives a coarse summary of the state of the real device.
0 <=> operational
1 <=> partially operational
2 <=> not operational
3 <=> needs maintenance

List of VFD Specific Objects contains all VFD Specific Objects.
4.2.3 VFD Support Services

4.2.3.1 Status

The device / user state is read with the Status service.

Table 5. Status

+ oot
! P

I Parameter Name l.reql.res!
! l.ind l.con !

+ oot

I Argument M1t 1

| | | |

I Result(+) I 1s

I LogicalStatus I I M

I PhysicalStatus rFrMm!

! LocalDetall P rut

I o

I Result(-) I 1S

I ErrorType M

+ B — B — +

Argument:
The argument does not contain service specific parameters.

Result(+):
The parameter Result(+) indicates that the service was successfully executed.

LogicalStatus:

This parameter contains information about the state of the communication func-
tionality of the device.

PhysicalStatus:
This parameter gives a coarse summary of the state of the real device.

LocalDetail:

This parameter gives the local state of the application and the device. The
meaning of the individual bits shall be defined by profiles.

Result(-):

The parameter Result(-) indicates that the service was not executed success-
fully.

Error-Type:
Contains the reason for the unsuccessful execution of the service.
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4.2.3.2 UnsolicitedStatus

The UnsolicitedStatus service is used by the user for a spontaneous transmission
of the device / user state.

Table 6. UnsolicitedStatus

+ B — +
! Pl

I Parameter Name lreq!
! Lind !

+ R — +
I Argument I'M !
! Priority I'M!

! LogicalStatus I'M !
! PhysicalStatus I'M !
! LocalDetall U !
+  — +

Argument:
The Argument contains the service specific parameters of the service call.

Priority:

This parameter gives the priority of this service. It shall have one of the val-
ues

true : high priority
false : low priority
LogicalStatus:

This parameter contains information about the state of the communication func-
tionality of the device.

PhysicalStatus:
This parameter gives a coarse summary of the state of the real device.

LocalDetail:

This parameter indicates the local state of the application and the devices. The
meaning of the individual bits shall be defined by profiles.

4233 Identify

Information to identify a VFD is read with this service. The attribute Profile-
Number of the VFD shall be transmitted with the Initiate service.

Table 7. Identify

+ [ [ +
! P

I Parameter Name l.req l.res!
! Lind l.con !

+ +oeee +oeeee +
I Argument U Y/ .

| | | |

I Result(+) I 1's!

I VendorName I I M
I ModelName I M
I Revision M

| | | |

I Result(-) I 1S

I ErrorType M
+ +oeee +omeee +
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Argument:
The argument contains no service specific parameters.

Result(+):
The parameter Result(+) indicates that the parameters could be read.

VendorName :
This parameter contains the vendor name in the VFD attribute.

ModelName :
This parameter gives the model name.

Revision:
This parameter contains the Revision attribute of the VFD.

Result(-):
The parameter Result(-) indicates that the service could not be executed.

ErrorType:
Contains information about the reason the service could not be executed.

4.3 Object Dictionary (OD) Management

4.3.1 Model Description

The Object Dictionary (OD) contains the Object Descriptions of the following
Communication Objects:

- DataType

- DataTypeStructureDescription
- Domain

- Programinvocation

- SimpleVariable

- Array

- Record

- VariableList

- Event

In addition the OD may contain Null objects. Null objects are defined in the

following cases:

- a Null Object is configured as a placeholder in the OD,

- a Null Object is created if an existing object in the OD has been deleted by
the Put OD Service, and

- a Null object shall be configured instead of a standard data type if this
standard datatype is not supported.

See also Data Type Object definition.

An object description "Object Dictionary" (OD object description) is uniquely
assigned to the Object Dictionary. The OD object description contains informa-
tion about the structure of the Object Dictionary. The object descriptions are
marked with an unique index of type unsigned16.

A name of type visible string may also be assigned to the following objects:
- Domain

- Programinvocation

- SimpleVariable

- Array

- Record

- VariableList

- Event
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The index or the name serves as a key to the object and the object description.

The services address on principle the object of the server, because the real ob-
ject exists there.

Before a remote communication partner can access an object, he shall know its
description. The logical address (Index) or the name may be used, when objects
are accessed remotely.

The object descriptions may be specified during system configuration, but they
may also be transferred between stations at any later time.

The definition of the object description takes place at that station, in which
the object really exists (Source OD). The length of an object description may be
different for the individual objects. The communication partners maintain a com-
plete or a partial copy of the Remote Object Description (Remote OD).

Thus every station may possess a Source OD for locally existing communication

objects and one or more Remote ODs. The Remote ODs are connection specific, i.e.

for each connection another Remote OD may be valid.

The OD model provides corresponding services for reading and writing of Source
ODs. If a Source OD is modified by a remote communication partner, then this
shall be notified to all other communication partners which use the same data
base (Source OD). For this purpose, the user releases the connections to all
other communication partners. After the OD has been modified, the connections
may be established again. During the connection establishment, the new version
number (Version OD) is given to each communication partner to notify that the
corresponding Source OD has been modified. The addition of object descriptions
is permissible without connection release.

Bus Station A ! Bus Station B
_____________ | [
!
Remote OD ! Source OD
!
.................. e s o
.Copyofthe . I 1 Xemomeee > Object x
. Object R ! !
. Descriptions . ! 1 Xe-mmeeee- > Object y
.................. ' ' '
| e +
!
!
Source OD ! Remote OD
!
Fommmeeo- +
Object v <-------- x ! 1 . Copy of the
! I >, Object
Object w <-------- x 1 1 Descriptions
! Pl
E S —— + |

Figure 27. Source OD / Remote OD

The structure of the OD described as follows does not prescribe a concrete im-
plementation of the OD. It only defines the structure of the object descriptions
which are transmitted via the bus. Even the existence of an OD is not necessary,
if the needed information can be obtained in an other way (e.g. by an algo-
rithm).
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4.3.2  Structure of an OD

The Object Dictionary (OD) is divided into several parts:
- object description "Object Dictionary" (OD object description)
contains structural information about the OD (see OD Object Description).
- Static Type Dictionary (ST-OD)
contains Data Types and Data Type Structure Description.
- Static Object Dictionary (S-OD)
contains object descriptions of Simple Variables, Arrays,
Records, Domains and Events.
- Dynamic List of Variable Lists (DV-OD)
contains object descriptions of variable lists.
- Dynamic List of Program Invocations (DP-OD)
contains object descriptions of Program Invocations.

Index Object Dictionary (OD)
+

+ +

I 0 ! OD object description (OD-ODES) !
+ + +
11! !

I ... ! Static List of Types (ST-OD) !
Pl !

+ + +

Ik ! !

I ... ! Static Object Dictionary (S-OD) !
I'n ! !

+ + +

I p ! !

I ... ! Dynamic List of Variable Lists !

I t ! (DV-OD) !

+ + +
VA !

I ... ! Dynamic List of Program Invoca- !
I z ! tions (DP-OD) !

+ + +

Figure 28. Structure of the Object Dictionary

4321 Static List of Types (ST-OD)

The Static List of Types (ST-OD) contains the object descriptions of Data Types
and Data Type Structure Descriptions for the Variable Access objects of the S-
OD. Exactly one object description is assigned to every index. This assignment
is static and may not be deleted. The ST-OD may be loaded by the remote partner
(see OD Services).

The Static List of Types always begins with the index 1 in the Object Diction-
ary. The remaining object descriptions shall follow with increasing index. The
number of assignments "index <=> object description" is entered as length of the
ST-OD in the Object Dictionary.

The ST-OD is divided in two segments. The first segment contains the object de-
scriptions of standardized PROFIBUS Data Types (Standard Data Types) and begins
with index 1. The second segment follows immediately and contains object de-
scriptions of Data Types and Data Type Structure Descriptions, which can be de-
fined individually. This segment may be further specified by user groups with

the help of profiles. The representation of the object descriptions "Data Types"

and "Data Type Structure Description” in the OD may be found in the Variable Ac-
cess Objects definition.

O Copyright by PNO 1997 - all rights reserved



PROFIBUS-Specification-Normative-Parts-5:1997

Index  Static List of Types (ST-OD)
+ + +
1 ! contains objects : Data Types !
. ! defined by the PROFIBUS !
¢ ! Specification !
+ +
d ! contains objects: Data Types !
. Iand !
i | Data Type Structure Descriptions !
+ +

4om—m— g —

Figure 29. Structure of the Static List of Types

4.3.2.2 Static Object Dictionary (S-OD)

The Static Object Dictionary (S-OD) contains the object descriptions of Simple
Variables, Arrays, Records, Domains and Events.

An object description is assigned to each index. The first index, which is asso-
ciated to an object description, is entered in the object description of the Ob-

ject Dictionary. The remaining object descriptions shall follow with increasing
index. The number of assignments "index <=> object description" is entered as
length of the S-OD in the object description of Object Dictionary.

Besides the assignment "index <=> object description", an additional assignment
"name <=> object description" may exist. The length of the name may be from 0 to
32 octets. It is entered in the Name Length Field of the OD object description.

If this field contains a "0", no names are present. The objects which are de-
fined in the S-OD may be provided with access rights. Whether Access Rights are
possible is entered in the field AccessProtectionSupported of the OD object de-
scription.

An object description in the S-OD contains an extension, which may contain fur-
ther object specific definitions. The representation of the object descriptions

in the S-OD is defined in conjunction with the domain objects, variable access
objects and event object.

Index Static Object Dictionary (S-OD)
e + +
I k ! contains objects: Simple Variables, !
I ... ! Arrays, Records, Domains and Events !
'n ! !
+-ee- + +

Figure 30. Structure of the Static Object Dictionary

4.3.2.3 Dynamic List of Variable Lists (DV-OD)

The Dynamic List of Variable Lists (DV-OD) contains the object description of
the Variable Lists.

An object "Variable List" and its object description in the DV-OD is dynamically
created with the service DefineVariableList and may be deleted with the service
DeleteVariableList. Upon creation of the object access rights may be assigned to
it. Moreover it is possible, to create these objects by loading the whole OD
(see OD management).

The first index, which has the object description of a Variable List assigned to
it, and the number of available indices are entered in the OD object descrip-
tion.
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Fundamental information is entered in the object description about the Variable
List, for example access rights, the number of Variable Access objects and the
logical addresses (indices) of Variable Access objects in the S-OD.

Besides the assignment "index <=> object description", an additional assignment
"name <=> object description" may exist (see static list of objects).

The representation of the object description of a Variable List in the DV-OD may
be found in the definition of variable access objects.

Index Dynamic List of Variable Lists (DV-OD)
+ + +

' p ! !

I ... ! contains objects: Variable List !
!

+

t! !
+ +

Figure 31. Structure of the Dynamic List of Variable Lists

4.3.2.4 Dynamic List of Program Invocations (DP-OD)

The Dynamic List of Program Invocations (DP-OD) contains the object descriptions
of the objects Program Invocation.

An object Program Invocation and its object description in the DP-OD is dynami-
cally created with the service Create Program Invocation and deleted with the
service Delete Program Invocation. Upon creation of the object access rights may
be assigned to it. Moreover it is possible to create these objects by loading
the whole OD (see OD management).

The first index, which has the object description of a Program Invocation as-
signed to it, and the number of available indices are entered in the OD object
description.

The object description of a Program Invocation contains information such as ac-
cess rights and the number of Domain objects and their logical addresses (indi-
ces).

Besides the assignment "index <=> object description”, an additional assignment
"name <=> object description may exist (see static list of objects).

The DP-OD may contain a segment with pre-configured Program Invocations.

The representation of the object description of a Program Invocation in the DP-
OD may be found in definition of the Program Invocation object.

Index Dynamic List of Program Invocations (PD-OD)
+

+ +
VA !

I ... ! Predefined Program Invocations !
F'w ! !

T !

x| !

I ... ! Dynamic Program Invocations !
'z | !

+ + +

Figure 32. Structure of the Dynamic List of Program Invocations
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4.3.3 Object Description in the OD

The object descriptions are entered in the OD. Every object description contains
an index, an object code, further object attributes, system specific references
to the real object and, if need be, a name and an extension.

The object is addressed by the index and identified by the object description.
The object code is the identifier of the object and indicates which class this
object belongs to. The other object attributes are object specific.

The local address serves the internal addressing of the object. Besides the in-
dex, optionally a name for the addressing of the object may also be used. The
extension contains a length information for the extension and optionally further
object attributes. The length information shall be transmitted as the first
field. The value of the length information shall contain the length of the ex-
tension without the length field itself and it may vary from 0 to 200 octets.

The value "0" for the length means: no further object attributes.

The mapping of the individual object descriptions onto the parameter "object de-
scription” (data type packed) of the services Get OD and PutOD is shown graphi-
cally in the corresponding subclauses. The representation contains two lines.
The names of the object attributes are in the upper line. The lower line con-
tains example entries. If the length of the lines is insufficient, the represen-

tation is continued on the following lines.

The attributes shall be coded corresponding to their data type (see FMS coding).

The length of the entry of one object description is variable within the maximum
PDU size.

+ + + + + + +
I'Index ! Object ! Further !Local ! Name ! Extension!
! I Code !Object !Address! ! !
! ! ! Attributes! I (optional) !(optional!
+ + + + + + +
! ! ! ! ! ! !
+ + + + + R — +

!

! B — +

+-----> 1 Object !

S +

Figure 33. Structure of an Object Description in the OD

4.3.4 OD Object Description

The structure of the Object Dictionary is described by the object description
"Object Dictionary" (OD object description). This has the index "0" in the Ob-
ject Dictionary. By reading the OD object description the structure description
and the version number of the OD are made available.
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4.3.4.1 Attributes

Object: OD object description

Key Attribute: Index

Attribute: ROM/RAM-Flag
Attribute: NameLength

Attribute: AccessProtectionSupported
Attribute: VersionOD

Attribute: LocalAddress-OD-ODES
Attribute: ST-OD-Length
Attribute: LocalAddress-ST-OD
Attribute: Firstindex-S-OD
Attribute: S-OD-Length

Attribute: LocalAddress-S-OD
Attribute: Firstindex-DV-OD
Attribute: DV-OD-Length
Attribute: LocalAddress-DV-OD
Attribute: Firstindex-DP-OD
Attribute: DP-OD-Length
Attribute: LocalAddress-DP-OD

Index
Index of the Object "Object-Description Object Dictionary", here always = 0.

ROM/RAM-Flag

This attribute of type boolean describes whether modifications in the OD are al-
lowed.

false <=> no modifications in the OD are permitted

true <=> modifications in the OD are permitted

NamelLength
This field gives the length of the name and may take only the values "0..32":
0 <=> no names are used

AccessProtectionSupported

This attribute states, whether access rights for password, access groups and all
communication partners are supported (true), or whether the access to all ob-
jects is permitted for every communication partner (false).

VersionOD
Gives the version of the OD.

LocalAddress-OD-ODES

This attribute is a system specific reference to the real OD object description
and serves the internal addressing. If no representation of this kind is used,
this attribute is set to the value FFFFFFFF hex.

ST-OD-Length

This attribute gives the maximal number of available entries in the Static List
of Types. The first available index of the Static List of Types is 1, i.e. the
highest available index in the Static List of Types is equal to its length.

LocalAddress-ST-OD

This attribute is a system specific reference to the real ST-OD and serves the
internal addressing. If no representation of this kind takes place, this attrib-
ute is set to the value FFFFFFFF hex.

Firstindex-S-OD
The first available index in the Static Object Dictionary.
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S-OD-Length
This attribute gives the maximum number of available entries in the Static Ob-
ject Dictionary. The highest available index shall be Startindex + Length - 1.

LocalAddress-S-OD

This attribute is a system specific reference to the real S-OD and serves the
internal addressing. If no representation of this kind takes place, this attrib-
ute is set to the value FFFFFFFF hex.

Firstindex-DV-OD
First available index in the Dynamic List of Variable Lists.
0 <=> no Dynamic List of Variable Lists.

DV-OD-Length
This attribute gives the maximum number of available entries in the Dynamic List
of Variable Lists. The highest available index shall be Startindex + Length - 1.

LocalAddress-DV-OD

This attribute is a system specific reference to the real DV-OD and serves the
internal addressing. If no representation of this kind takes place, this attrib-
ute is set to the value FFFFFFFF hex.

Firstindex-DP-OD
First available index in the Dynamic List of Program Invocations.
0 <=> no Dynamic List of Program Invocations.

DP-OD-Length

This attribute gives the max. number of available entries in the Dynamic List of
Program Invocations. The highest available index shall be Startindex+Length-1.
LocalAddress-DP-OD

This attribute is a system specific reference to the real DP-OD and serves the
internal addressing. If no representation of this kind takes place, this attrib-
ute is set to the value FFFFFFFF hex.

4.3.4.2 Representation of the OD on Transmission

+ + + + + + +//
' Index ! ROM/RAM ! Name ! Access !Version !Local !
! I Flag ! Length ! Protection ! OD I Address !

! ! ! I Supported ! ! OD-ODES !
+ + + + + + +//
I+ + + + + +//

I ST-OD ! Local !First ! S-OD !Local !
! Length ! Address ! Index ! Length ! Address !

! IST-OD !S-OD ! IS-OD !
I+ + + + + +//
I+ + + + + + +

! First | DV-OD ! Local !First ! DP-OD !Local !

'Index ! Length ! Address ! Index ! Length ! Address !

! DV-OD ! 'DV-OD ! DP-OD ! !DP-OD !
11+ + + + + + +

Figure 34. Structure of the OD Object Description
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4.3.4.3 Empty Object Dictionary

The Obiject Dictionary is loadable. Therefore if an Object Dictionary is not yet

loaded, at least an empty Object Dictionary shall exist.

An empty Object Dictionary is defined by pre-setting the following attributes of
the OD object description and the ST-OD. For all standard data types in the ST-

OD a Null object shall be configured.

Table 8. OD object description of an Empty Object Dictionary

+ + +
I Attribute I Value !

+ + +

I ROM/RAM-Flag I True !

I NameLength 10!

I AccessProtectionSupported ! False !
I VersionOD 10 !

I ST-OD-Length 114 |

I Firstindex-S-OD 115 !

I S-OD-Length 1o !

I Firstindex-DV-OD 10 !

! DV-OD-Length 10 !

! Firstindex-DP-OD 10 !

! DP-OD-Length 10 !

+ + +

4.3.5 The OD Object

4.3.5.1 Attributes

Object: OD
Key Attribute: implicit by VFD
Attribute: OD object description
Attribute: List of object description

implicit by VFD

The communication relationship, which is entered in the FMS Communication Rela-
tionship List (see context management), points to the assigned Object Diction-

ary.

OD object description
Contains the object description of the Object Dictionary.

List of object description
Contains object descriptions of the following objects:

- Domain - VariableList

- Programinvocation - DataType

- SimpleVariable - DataTypeStructureDescription
- Array - Event

- Record - Null
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4.3.6 OD Services

The OD services act on the object descriptions of the objects Domain, Program
Invocation, Simple Variable, Array, Record, Variable List, Event, Object Dic-
tionary, Data Type and Data Type Structure Description.

The following OD services are defined:

- GetOD \ + +

- InitiatePutOD P >! object descriptions !
- PutoOD / I of the objects !

- TerminatePutOD / I Domain, !

I Programlnvocation, !
I SimpleVariable, !

I Array, !

I Record, !

I VariableList, !

I Event, !

I ObjectDictionary !

I DataType, !

I DataTypeStructure !
I Description !

+ +

Figure 35. OD Services

With the GetOD service one or several object descriptions are read. With the
PutOD service one or several object descriptions are written. The number of ob-
ject descriptions, which are

transferable with one PutOD or GetOD Service, depends on their length and the
maximum available PDU size.

The write access to the OD shall be initiated with an InitiatePutOD service and
terminated with a TerminatePutOD service.
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4.3.6.1 GetOD

With the GetOD service one or several object descriptions are read. The service
distinguishes between a short and a long form. The long form of the GetOD serv-
ice is optional. To read a single object description, the index or the name
shall be given.

To read several or all object descriptions, the index of the first required ob-
ject description (Startindex) shall be given.

To read the whole OD, the GetOD service shall be used repeatedly.

Table 9. GetOD

+ R R +
! N

I Parameter Name l.req l.res!
! Lind !.con !

+ R B +
I Argument M1t 1

I AllAttributes M1

I AccessSpecification N \Y I
I Index st |

I VariableName 1st! |
I VariableListName st |
I DomainName st |
I PI-Name st |

I EventName st 1

I Startindex rst |

| | | |

I Result(+) I 1S

I List of Object Description ! ! M !
I MoreFollows I M

| | | |

I Result(-) I 1S

I ErrorType I/

+ B — B — +

Argument
The argument contains the service specific parameters of the service call.

AllAttributes

This parameter states whether the object description shall be transferred in the
short form (false) or in the long from (true).

The following object attributes are not contained in the short form:

- Description - LocalAddress-OD-ODES
- Password - LocalAddress-ST-OD

- AccessGroups - LocalAddress-S-OD

- AccessRights - LocalAddress-DV-OD

- LocalAddress - LocalAddress-DP-OD
- Name - Extension

AccessSpecification
This parameter states which object description is accessed.

Index
Index of the object description.

VariableName
Name of a variable.
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VariableListName
Name of a Variable List.

Pl-Name
Name of a Program Invocation.

DomainName
Name of a Domain.

EventName
Name of an Event.

Startindex
Index, starting with which the object descriptions shall be read.

Result(+)
The Result(+) parameter indicates that the service was executed successfully.

List of object description:

For logical access and for access by name one, otherwise several complete object
descriptions. The number depends on the maximum possible PDU size and the length
of the single object descriptions. If access rights are not supported (Access
Protection = false), the attributes Password, Access Groups and Access Right are
meaningless.

If a selected index in the OD represents a Null object, the appropriate code for

the Null object shall be returned.

If the start index is used, then the code for the Null object shall only be re-

turned in the cases that the Null object represents a not supported standard
data type. In all other cases the Null objects may be skipped.

MoreFollows

States whether further object descriptions exist after reading several object
descriptions (Startindex). For the access to single object descriptions this pa-
rameter is always = false.

Result(-)

The Result(-) parameter indicates that the service was not executed success-
fully.

ErrorType:

This parameter contains information about the reason for the unsuccessful execu-
tion of the service.

4.3.6.2 PutOD Services

With the PutOD services one or several object descriptions are written. Before
the beginning of a modification of the OD an user may take appropriate measures
(e.g. to put a process into a safe state). The communication does not test the
plausibility of the new Object Dictionary.

Writing in the OD is performed with the sequence InitiatePutOD service, one or

several PutOD services and a TerminatePutOD service. For this it is distin-

guished between a loading which is free of interactions and a loading which is

not free of interactions (OD-LOADING-NON-INTERACTING and OD-LOADING-
INTERACTING). The loading which is not free of interactions differentiates be-

tween a new loading (complete) and a post loading (partial). If need be, new
communication objects and their state machines are created with the Termi-
natePutOD.

Loading free of interactions ( OD-LOADING-NON-INTERACTING ):

The client communicates to the server with the parameter Consequence = O,
whether the intended modifications or extensions are free of interactions for
the other communication partners. In this case the communication relationships
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are continued.
EXAMPLE: Modifications free of interactions are:

- Addition of new object descriptions in the static segment
- Deletion of private object descriptions for stations which are no longer in
the communication system

The communication does not check whether the write to the OD is really free of
interactions. The loading free of interaction is initiated with the service Ini-
tiatePutOD with the parameter Consequence = 0. After that object descriptions
may be loaded with PutOD. As long as the loading process is not terminated with
TerminatePutOD, every further InitiatePutOD is rejected.

Loading not free of interactions ( OD-LOADING-INTERACTING ):

The loading not free of interactions is initiated with the service InitiatePutOD

with the Parameter Consequence = 1 (post-loading) or Consequence = 2 (new-
loading). In this case the user shall release all other communication relation-

ships (abort with Reason Code 6 shall be issued). After that the object descrip-

tion may be loaded with PutOD. It is also the task of the client user to enter

the new version number in the OD. The loading process is terminated with the
service TerminatePutOD. After that all communication relationships may be re-
established. With the re-establishment of the communication relationships the
new version number of the OD is transferred. The communication partners may then
recognize that the corresponding OD has been modified. Whereas for post-loading
solely parts of the OD are loaded, the existing OD is deleted and subsequently
loaded completely anew upon receipt of an InitiatePutOD with Consequence = 2.

4.3.6.2.1 InitiatePutOD

The InitiatePutOD opens the process of loading the OD free of interaction or not
free of interaction.

Table 10. InitiatePutOD

+ [ [ — +
! Porol

I Parameter Name l.req l.res!
! lind !.con !

+ [ [ — +

I Argument U Y/ I .

I Consequence M

! Porol

I Result(+) I 1's!

! Porol

I Result(-) I 1S

I ErrorType M

+ +----- +----- +

Argument
The argument contains the service specific parameters of the service call.

Consequence

This parameter states whether the intended modifications are free of interaction
for the other communication partners (Consequence = 0), not free of interaction
with partial reload of the OD (Consequence = 1) or not free of interaction with
completely new load of the OD (Consequence = 2).

0 <=> loading free of interaction

1 <=> reload, not free of interaction
2 <=> newload, not free of interaction
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Result(+)
The Result(+) parameter indicates that the service was executed successfully.

Result(-)

The Result(-) parameter indicates that the service was not executed success-
fully.

ErrorType

This parameter contains information about the reason for the unsuccessful execu-
tion of the service.

4.3.6.2.2 PutOD

With the PutOD service one or several object descriptions are written into the
OD.

Table 11. PutOD

+ B — B +

! Poro

I Parameter Name l.reql.res!
! lind !.con!

+ B — B — +

I Argument U Y/ I .

I List of Object Description ! M I !
! Poro

I Result(+) I 1 s

! Pl

I Result(-) I 1S

I ErrorType '/

+ B — B +

Argument
The argument contains the service specific parameters of the service call.

List of object description

One or several object descriptions which shall be entered into the OD. If access
rights are not supported (Access Protection = false), the attributes Password,
Access Groups and Access Rights are meaningless.

An object description may also be deleted with the PutOD service. In this case,
an empty object description with the following structure is transferred:

- Index of the object description to be deleted

- Object Code = Null Object.

R — [ S — +
I Index ! Object !
! ! Code !

R — [ S — +
I 246 ! Null Object!
R — [ S — +

Figure 36. Empty Object Description (Example)

Result(+)
The Result(+) parameter indicates that the service was successfully executed.

Result(-)

The Result(-) parameter indicates that the service was not successfully exe-
cuted. In this case, no object description is written into the OD.
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ErrorType

This parameter contains information about the reason for the unsuccessful execu-
tion of the service.

4.3.6.2.3 TerminatePutOD

The TerminatePutOD service terminates the process of loading of the OD. The ob-
jects with their state machines are generated.

Table 12. TerminatePutOD

+ oot
! oo

I Parameter Name l.req l.res!
! l.ind l.con !

+ B — B — +

I Argument 7/

! N

I Result(+) I s

! ool

I Result(-) I 1S

I ErrorType 1M

I Index I 1 c!

+ B — B +

Argument
The Argument contains no service specific parameters.

Result(+)
The Result(+) parameter indicates that the service was successfully executed.

Result(-)

The Result(-) parameter indicates that the service was not successfully exe-
cuted. If an error occurs during the generation of the objects, the old state is
restored.

ErrorType

This parameter contains information about the reason for the unsuccessful execu-
tion of the service.

Index

This parameter gives the index of the object, for which the generation was not
successful.

4.3.7 State Machine

43.7.1 State Machine Description
OD-LOADING-NON-INTERACTING

In this state the execution of the service InitiatePutOD is not permitted. In
this state the service PutOD on the DV-OD or the DP-OD is not permitted.

OD-LOADING-INTERACTING

Except for the connection over which the InitiatePutOD service was received, all
connections shall be aborted and the establishment of a further connection
shall be rejected with an abort using Reason Code 6. On this connection only the
following services are allowed:

- Initiate - PhysWrite
- Abort - GetOD
- Reject - InitiatePutOD
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- Status - PutOD

- Identify - TerminatePutOD
- PhysRead

OD-READY

In this state all connections and services may be used normally.

5,6,7,8 6,7,8,10
+-t +--t
'V Y/
+ommeee e + +ommeee Ao +
! OD-LOADING- ! I OD-LOADING- !
I NON-INTERACTING ! I INTERACTING
I I I I
[ + S +
| 3,4 [ AN
2119 +---+ 9! 11
1l 1V I
[ N —— + [
[ [P
+ememnennen I OD-READY  [l-----emem- +
Power Up --->! !
o +

Figure 37. State Machine

4.3.7.2 State Transitions

Event
\Exit Condition
=> Action Taken

1 InitiatePutOD.ind
\consequence >0
=> .res(+)
2 InitiatePutOD.ind
\consequence =0
=> .res(+)
3 PutOD.ind
=> .res(-) object state conflict
4 TerminatePutOD.ind
=> res(-) object state conflict
5 InitiatePutOD.ind
\consequence >0
=> .res(-) object state conflict
6 InitiatePutOD.ind
\consequence =0
=> res(-) object state conflict
7 PutOD.ind
=> .res(+)
8 TerminatePutOD.ind
\OD not usable
=> .res(-) operational problem
9 TerminatePutOD.ind
\OD okay
=> .res(+)
10 InitiatePutOD.ind
\consequence >0
=> .res(+)
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4.3.8 EXAMPLE of a PutOD Sequence

User Client Server
InitiatePutOD ~ +---------------- +
I Consequence !----->
R — +
R S— +
<----- I.res(+) !
E S— +
PutOD e +
I Object l-mee>
I Descriptions !
R — +
L — +
<-----l .res(+) !
R S— +
PutOD e + .
I Object le>
I Descriptions !
Fommmm e +
R — +
<-----l res(+) !
R — +
TerminatePutOD  +---------------- +
! l-meme >
B +
B — +
<-----l res(+) !
B — +

Figure 38. Example of a PutOD Sequence

4.4 Context Management

4.4.1 Model Description

The context contains all agreements concerning a communication relationship. The
context management services shall be used to establish a connection, to release
a connection and to reject improper services. The data necessary for this are
stored in the OD object description and in the Communication Relationship List
of the FMS. Transaction objects are provided for each communication relation-
ship. The transaction objects are used for the management of confirmed service
primitives.

4.4.2 The FMS CRL Object

The FMS communication relationship list (FMS CRL) contains the FMS specific de-
scriptions of all communication relationships of a device irrespective of the

time of use. The FMS CRL is organized in entries. Each entry can be addressed
with the key index communication relationship (CREF). Each entry consists of a
static and a dynamic part. The entry contains the complete FMS specific descrip-
tion of the associated communication relationship.

The FMS CRL header contains information on the structure of the FMS CRL. The FMS
CRL header is addressed with CREF 0.
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Key ! FMS CRL Header
+ + + +
0 ! Number of I Symbol ! VFD Pointer !
I FMS CRL Entries ! Length ! Supported !
+ + +

+ == +

Figure 39. Structure of the FMS CRL Header

Static Part of the FMS CRL Entry
Key ! FMS CRL
+ + + + + + +//
I CREF! Max PDU Sending ! Max PDU Receiving ! Symbol !
I ' High Prio ! Low Prio ! High Prio ! Low Prio ! (optional) !
+ + + +//

+ + +
I+ + + + +/
! FMS Features ! Max Outstanding Serwces I CREL Type'!
| Supported ! Client ! Server !
1+ + + + +//

Dynamlc Part of the FMS CRL Entry

1+ +/ +
' VFD Pointer! Outstandlng Services Counter l CREL State !
! (optional)!  Client ! Server ! !

1+ +// + + +

Figure 40. Structure of a FMS CRL Entry

FMS CRL Header:

Number of FMS CRL entries
This attribute shall specify the number of FMS CRL entries in the FMS CRL.

Symbol Length

This attribute shall specify the length of symbols in the FMS CRL. Only values
of 0..32 are allowed.

0 <=> no symbols

VFD Pointer Supported
This attribute shall indicate, if several VFDs are sup-ported in the FMS CRL.

Static part of the FMS CRL entry:

CREF

The communication reference (CREF) is a locally unique address of the communica-
tion relationship.

Max PDU Sending High Prio

This attribute shall specify the maximum length of the FMS PDU to be sent with
high priority that may be handled on this communication relationship.

Max PDU Sending Low Prio

This attribute shall specify the maximum length of the FMS PDU to be sent with
low priority that may be handled on this communication relationship.

Max PDU Receiving High Prio

This attribute shall specify the maximum length of the FMS PDU to be received
with high priority that may be handled on this communication relationship.
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Max PDU Receiving Low Prio

This attribute shall specify the maximum length of the FMS PDU to be received
with low priority that may be handled on this communication relationship.

FMS Features Supported

This attribute shall identify the optional FMS services and the options sup-
ported on this communication relationship. For each optional service there are
two bits specifying the service primitives supported. For the options there are
two bits specifying for which service primitives the options are permissible.
The definition of the assignment of services to master/slave and to objects, and
the OD object shall be observed when selecting the FMS features.

Table 13. Attribute FMS Features Supported

+ + + +
I Service I Primitive ! Primitive !

! ! bit[n] ! bit[m] !

+ + + +

I GetOD (Long form) I .req,.con 0'!.ind,.res 24!

I UnsolicitedStatus l.req 1'.ind 25!

I InitiatePutOD I.reg,.con 2! .ind,.res 26!

I PutOD I.reg,.con "!.ind,.res "!

I TerminatePutOD I.req,.con "!.ind,.res "!

I InitiateDownloadSequence I.req,.con 3!.ind,.res 27!
I DownloadSegment I.ind,.res "!.req,.con "!

I TerminateDownloadSequence I.ind,.res "!.req,.con "!
I InitiateUploadSequence I.reg,.con 4! .ind,.res 28!

I UploadSegment I.req,.con "!.ind,.res "!

I TerminateUploadSequence I.reg,.con "!.ind,.res "!
I RequestDomainDownload I.reg,.con 5! .ind,.res 29!
I RequestDomainUpload I .reg,.con 6! .ind,.res 30!
I CreatePrograminvocation I.req,.con 7!.ind,.res 31!
I DeletePrograminvocation I.reg,.con "!.ind,.res "!

I Start I .reg,.con 8! .ind,.res 32!

I Stop I .reg,.con "!.ind,.res "!

I Resume I .req,.con "!.ind,.res "!

! Reset I .req,.con "!.ind,.res "!

I Kill !.req,.con 9!.ind,.res 33!

I Read I .req,.con 10! .ind,.res 34!

! Write I.req,.con 11! .ind,.res 35!

I ReadWithType I.req,.con 12! .ind,.res 36!

I WriteWithType !.req,.con 13! .ind,.res 37!

! PhysRead ! .req,.con 14! .ind,.res 38!

! PhysWrite ! .req,.con 15! .ind,.res 39!

I InformationReport loreq 16!'.nd 40!

I InformationReportWithType loreq 17!'.nd 41!

I DefineVariableList !.req,.con 18! .ind,.res 42!

I DeleteVariableList I.req,.con "!.ind,.res "!

I EventNotification lreq 19'.ind 43!

I EventNotificationWithType lreq 20!'.ind 44!

I AcknowledgeEventNotification !.req,.con 21! .ind,.res 45!
I AlterEventConditionMonitoring ! .req,.con 22! .ind,.res 46!

+ + + +
I Options ! Primitive ! Primitive !

! ! bit[n] ! bit[m] !

I Addressing with Name loreq 23!.nd 47!
+ + + +

I Explanation: !

I'[n]: 0 to 23 !

I [m] : 24 to 47 !
+
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Max Outstanding Services Client

This attribute shall specify the maximum number of outstanding confirmed serv-
ices allowed on this communication relationship as a client.

Max Outstanding Services Server

This attribute shall specify the maximum number of outstanding confirmed serv-
ices allowed on this communication relationship as a server.

CREL Type

This attribute shall indicate the type of the communication relationship.
- true : connection-oriented

- false : connectionless

Symbol:

This attribute shall specify the symbolic name of the communication reference.
Existence and length of the symbol are defined in the FMS CRL header.

VFD Pointer
This pointer shall refer to the assigned VFD.

Dynamic part of the FMS CRL entry:

Outstanding Services Counter Client (OSCC)

This attribute shall specify the number of currently outstanding confirmed serv-
ices on this communication relationship as a client.

Outstanding Services Counter Server ( OSCS)

This attribute shall specify the number of outstanding services that are cur-
rently being processed on this communication relationship as a server.

CREL State

This attribute shall specify the state of the communication relationship. A con-
nection-oriented communication relationship may be in one of the following
states:

- CONNECTION-NOT-ESTABLISHED

- CONNECTION-ESTABLISHING (CALLING)
- CONNECTION-ESTABLISHING (CALLED)
- CONNECTION-ESTABLISHED

A connectionless communication relationship shall always have the state

Page 207

CONNECTIONLESS-CLIENT or CONNECTIONLESS-SERVER (see context management state ma-

chines).

4.4.3 The Transaction Object

A Transaction Object shall be created upon receipt of a confirmed service indi-
cation primitive. The Transaction Object shall be uniquely related to the corre-
sponding service primitive. The Transaction Object shall be deleted after the
corresponding response primitive has been sent. The Transaction Object shall be
uniquely identified by the combination of Invoke ID and communication reference.

The maximum number of Transaction Objects for each communication relationship of

the server shall be specified by the Max Outstanding Services Server attribute
in the FMS CRL.

The following services act on the Transaction Object:
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- all confirmed services \ Formm - +
- Abort b et >!  Transaction !
/ ! Object !

Figure 41. Transaction Object

4.43.1 Attributes

Object: Transaction Object
Key Attribute: Invoke ID & CREF
Attribute: Confirmed service indication

Invoke ID

This attribute shall identify the Transaction Object within the communication
relationship.

CREF

This attribute shall identify the communication relationship on which the Trans-
action Object is used.

Confirmed service indication
Service identifier and argument of the pending service.

4432 State Machine
State Machine Description

NON-EXISTENT
The Transaction Object does not exist.

PENDING

A confirmed service indication primitive has been received and the corresponding
response primitive has not yet been sent.

AL E— N R — +
+---I' NON- Il > !
I 1 EXISTENT ! 3,4 ! PENDING !
+-->1 1< ! !
+ + + +

Figure 42. Transaction Object State Machine
State Transitions

1 Confirmed service.ind (Number of Transaction Objects < max)
2 Confirmed service.ind (Number of Transaction Objects = max)
3 Confirmed service.res

4 Abort.ind
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4.4.4 Context Management Services

The Context Management Services comprise

- Initiate
- Abort
- Reject.

4441 Initiate

This service shall be used to establish a connection between two communication
partners and to exchange information regarding the supported services, the sup-
ported options, the maximum PDU length and the current version of the OD.

Table 14. Initiate

+ B S S A B — +
! pror ol
I Parameter Name l.req l.ind l.res l.con !
| | | | | |
+ B S S B — +
I Argument IMIM=T 1 |
I Version OD *) IMIM=1T! I |
Profile Number *) IMIM=1T! I |
|

Max PDU Sending High Prio **) |
Max PDU Sending Low Prio **) |
Max PDU Receiving High Prio **)! I |
Max PDU Receiving Low Prio**) 1 1 |
FMS Features Supported oI
R Fommetome bt
I Explanation: !
|
+

|

I Access Protection Supported *) ! M=1 T |
I Password *) IMIM=1 I |

I Access Groups *) IMIM=1T1 | |

I Max PDU Sending High Prio*) ' ! 1 I |
I Max PDU Sending Low Prio*) ! I I 1 1
I Max PDU Receiving High Prio*)! ! I I |
I Max PDU Receiving Low Prio*) I I 1 1 |
I FMS Features Supported *) Lo
| | |

I Result(+) ! ! IS s=1

I' Version OD *¥) M M=

I Profile Number **) M M=

I Access Protection Supported I M I M=
I Password **) M M=

I Access Groups **) VNS

| | | | | |

I Result(-) I rs !

I Error Code 1 I MM

|

|

|

|

|

*) Calling **) Called !

The argument shall convey the service specific parameters of the service re-

Version OD (Calling)
This parameter shall specify the version of the client's Object Dictionary.

Profile Number (Calling)
This parameter shall specify the Profile Number of the client.
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Access Protection Supported (Calling)

This parameter shall contain the Access Protection Supported attribute of the
client's OD object description.

Password (Calling)

This parameter shall specify the password to be used for the access to all ob-
jects of the server on this communication relationship. If access with password

is not to be used on this communication relationship, the password parameter
shall have the value 0.

Access Groups (Calling)

This parameter shall specify the client's membership in specific access groups.
The membership applies for the access to all objects of the server on this com-
munication relationship.

Max PDU Sending High Prio (Calling)

This parameter shall specify the maximum length of the FMS PDU to be sent with
high priority that may be handled on this communication relationship.

It shall be transmitted by the calling FMS and is not part of the primitive.

Max PDU Sending Low Prio (Calling)

This parameter shall specify the maximum length of the FMS PDU to be sent with
low priority that may be handled on this communication relationship. It shall be
transmitted by the calling FMS and is not part of the primitive.

Max PDU Receiving High Prio (Calling)

This parameter shall specify the maximum length of the FMS PDU to be received
with high priority that may be handled on this communication relationship. It
shall be transmitted by the calling FMS and is not part of the primitive.

Max PDU Receiving Low Prio (Calling)

This parameter shall specify the maximum length of the FMS PDU to be received
with low priority that may be handled on this communication relationship. It
shall be transmitted by the calling FMS and is not part of the primitive.

FMS Features Supported (Calling)

This parameter shall identify the optional FMS services and the options sup-
ported by the client (see FMS CRL). It shall be transmitted by the calling FMS
and is not part of the primitive.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Version OD (Called)
This parameter shall specify the version of the server's Object Dictionary.

Profile Number (Called)
This parameter shall specify the Profile Number of the server.

Access Protection Supported (Called)

This parameter shall contain the Access Protection Supported attribute of the
server's OD object description.

Password (Called)

This parameter shall specify the password to be used for access to all objects
of the client on this communication relationship. If access with password is not

to be used on this communication relationship, the password parameter shall have
the value 0.
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Access Groups (Called)

This parameter shall specify the server's membership in specific access groups.
The membership shall be used for the access to all objects of the client on this
communication relationship.

Result(-):
The Result(-) parameter shall indicate that the service request failed.

Error Code:
This parameter shall provide the reason for the failure.

- Max PDU Size Insufficient
The maximum PDU length is not sufficient for the communication.
- Feature Not Supported
The requested service or option is not supported by the server.
- User Initiate Denied
The FMS user refuses to establish the connection.
- Version OD incompatible
The versions of the Object Dictionaries (Source OD and Remote OD) of the
communication partners are not compatible.
- Password Error
There is already a communication relationship established with the same
password.
- Profile Number incompatible
The client's profile is not supported by the server.
- Other
Reason other than any of those identified above.

Max PDU Sending High Prio (Called)

This parameter shall specify the maximum length of the FMS PDU to be sent with
high priority that may be handled on this communication relationship. It shall

be transmitted by the called FMS and shall only be part of the Initiate.con
primitive.

Max PDU Sending Low Prio (Called)

This parameter shall specify the maximum length of the FMS PDU to be sent with
low priority that may be handled on this communication relationship. It shall be
transmitted by the called FMS and shall only be part of the Initiate.con primi-

tive.

Max PDU Receiving High Prio (Called)

This parameter shall specify the maximum length of the FMS PDU to be received
with high priority that may be handled on this communication relationship. It
shall be transmitted by the called FMS and shall only be part of the Initi-
ate.con primitive.

Max PDU Receiving Low Prio (Called)

This parameter shall specify the maximum length of the FMS PDU to be received
with low priority that may be handled on this communication relationship. It
shall be transmitted by the called FMS and shall only be part of the Initi-
ate.con primitive.

FMS Features Supported (Called)

This parameter shall identify the optional FMS services and the options sup-
ported by the server (see FMS CRL). It shall be transmitted by the called FMS
and shall only be part of the Initiate.con primitive.
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4.4.4.2 Abort
This service shall be used to release an existing communication relationship be-

tween two communication partners. Both client and server may release the connec-
tion.

Table 15. Abort

+ B — B — +

! N

| Parameter Name l.req l.ind !
| | | |

+ B — B — +

I Argument IMIM !

! Locally Generated I M !
I Abort Identifier I'M M=

I Reason Code I'M M=
I Abort Detall lu!c !

+ R B +

Argument

The argument shall convey the service specific parameters of the service re-
guest.

Locally Generated

This parameter shall indicate whether the abort was generated locally or by the
communication partner.

The value false is not allowed, if the Abort Identifier parameter has the value
FMS and the Reason Code parameter has the value FMS CRL Error.

Abort Identifier
This parameter shall indicate, where the reason for the abort has been detected.

0 <=> USER
1<=>FMS

2 <=>LLI

3 <=> LAYER2

Reason Code
This parameter shall specify the reason for the abort.
If the Abort Identifier parameter has the value USER, the following values shall
apply:
- ABT_RC1 <=> Disconnect
The connection is released by the FMS user.

- ABT_RC2 <=> Version OD incompatible
The versions of the Object Dictionaries (Source OD and Remote OD) of the com-
munication partners are not compatible.

- ABT_RC3 <=> Password Error
There is already a communication relationship established with the same pass-
word.

- ABT_RC4 <=> Profile Number incompatible
The server's profile is not supported by the client.

- ABT_RC5 <=> Limited Services Permitted
The VFD is in the Logical Status LIMITED-SERVICES-PERMITTED.

- ABT_RC6 <=> OD-loading-interacting
The PutOD Service which is not free of interaction is currently active.
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If the Abort Identifier parameter has the value FMS, the following values shall
apply:
- ABT_RC1 <=> FMS CRL Error

Faulty FMS CRL Entry

- ABT_RC2 <=> User Error
Improper, unknown or faulty service primitive received from the FMS user

- ABT_RC3 <=> FMS PDU Error
Unknown or faulty FMS PDU received from the LLI

- ABT_RC4 <=> Connection State Conflict LLI
Improper LLI service primitive

- ABT_RC5 <=> LLI Error
Unknown or faulty LLI service primitive

- ABT_RC6 <=> PDU Size
PDU length exceeds maximum PDU length

- ABT_RC7 <=> Feature Not Supported
SERVICE_REQ_PDU received from the LLI and service or option not supported as a
server (see FMS Features Supported attribute in the FMS CRL)

- ABT_RCS8 <=> Invoke ID Error Response
Confirmed service.res received from the FMS user and Invoke ID does not exist

or CONFIRMED-SERVICE_RES_PDU received from the LLI and Invoke ID does not
exist

- ABT_RC9 <=> Max Services Overflow
CONFIRMED-SERVICE_REQ_PDU received from the LLI and Outstanding Services Coun-
ter Server > QOutstanding Services Server

- ABT_RC10 <=> Connection State Conflict FMS
INITIATE_REQ_PDU or INITIATE_RES_PDU received from the LLI

- ABT_RC11 <=> Service Error
The service in the response does not match the service in the indication
or
the service in the confirmation does not match the service in the request

- ABT_RC12 <=> Invoke ID Error Request
CONFIRMED-SERVICE_REQ_PDU received from the LLI and Invoke ID already exists.

- ABT_RC13 <=> FMS disabled
FMS is not ready for data transmission.

If the Abort Identifier parameter has the value LLI or LAYER2, the Reason Code
parameter shall be supplied by the LLI.

Abort Detail

This parameter contains additional information about the abort reason (max. 16
octets). In case of error reports from the application, the meaning is defined
in the profile.
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4.4.4.3 Reject

The Reject service is used by the FMS to reject an improper PDU or an improper
FMS-Service_Request or _Response from the FMS user.

Table 16. Reject

+ R — +

! Pl

I Parameter Name Lind !
| | |

+ R — +

I Argument rol

I Detected Here I'M !
I Original Invoke ID I C !

! Reject PDU Type ' M !
! Reject Code ' M !
+ | — +

Argument

The argument shall convey the service specific parameters of the service re-
guest.

Detected Here

This parameter shall indicate if the error has been detected locally (true). The
value false is allowed only if the Reject PDU Type parameter has the value Con-
firmed-Response-PDU and the Reject Code parameter has the value PDU Size.

Original Invoke 1D
The original Invoke ID of the rejected PDU or the rejected FMS Service.

Reject PDU Type

This parameter shall indicate the type of the rejected PDU or of the PDU which
would have been resulted from the rejected FMS Service. The permissible values
are as follows:

1 <=> Confirmed-Request-PDU 3 <=> Unconfirmed-PDU
2 <=> Confirmed-Response-PDU 4 <=> Unknown type of PDU
Reject Code

This parameter shall secify the reason for the reject.

1 <=> Invoke-ID-EXxists
Confirmed service.req received from the FMS user and Invoke ID
already exists

2 <=> Max-Services-Overflow
Confirmed service.req received from the FMS user and Out-standing Services
Counter Client = QOutstanding Services Client

3 <=> Feature-Not-Supported-Connection-Oriented
Service.req received from the FMS user and service or option not supported as
a client (see FMS Features Supported attribute in the FMS CRL)

4 <=> Feature-Not-Supported-Connectionless
Unconfirmed service.req received from the FMS user and service or option not
supported as a client (see FMS Features Supported attribute in the FMS CRL)
or confirmed service.req received from the FMS user

5 <=> PDU-Size
PDU length exceeds maximum PDU length

6 <=> User-Error-Connectionless
Improper or faulty service primitive received from the FMS user

0 <=> Other
Reason other than any of those identified above.
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445 Tests at Connection Establishment

445.1 Context Test in FMS

Upon receipt of an INITIATE_REQ_PDU the server's FMS shall check the FMS Context
of the communication partner (remote Context), if it is compatible with its own

FMS Context (local Context) as defined for this connection in the FMS CRL. The
local FMS Context is assumed to be correct. The compatibility of the local with

the remote context is defined by the following table (see figure below). In this

table, meaningless fields are left blank (e.g. the combination of local Context

"Max PDU Sending High Prio" with remote Context "FMS Features Supported”). Those
combinations shall not be checked.

+ + +

! ! local Context !

! + +

! ! Max PDU ! FMS Features !

I remote ISending !Receiving ! Supported !

I Context High Low !'High !Low !.req !.ind !

! v tn] ! [m]!

! IPrio !Prio 'Prio !Prio!0 1 !0 1!

+ + =+ + + +== + +
I Max PDU Sending ! ! > ! !
I High Prio ! ! ! !

+ + ! ! !

I Max PDU Sending ! ! > | !
I Low Prio ! ! ! !

+ + + + +

I Max PDU Receiving ! < ! ! !

I High Prio ! ! ! !

+ + ! ! !

I Max PDU Receiving ! < | ! !

I Low Prio ! ! ! !

+ + + + +

I FMS .req[n] 0! ! ! X X!

! Features .req[n]1! ! ! - X!

! Supported .ind [m] 0! ! IX - !

! ind [m] 1! ! IX X !

+ + + + +

I Explanation: !

.req 0 : Feature is not used as Client !
.req 1 : Feature is used as Client !
.ind 0 : Feature is not supported as Server !
.ind 1 : Feature is supported as Server !

< :local value smaller than or equal remote value !
I = :local value larger than or equal remote value !
I X compatlble
I'In] :0to23 [m] :24to47 !
+

|

|

|

|

|

|

I .

I - :not compatible (error case) !
|

+

Figure 43. Compatibility of the local FMS Context to the remote FMS Context

4.45.2 Tests at the FMS User

- Password Test

If the FMS user supports access with password, it shall check if the password
is unambiguous. That means, if there is a password, it shall be different
from the passwords of all other communication relationships.
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- If the password is not unambiguous and the FMS user is the server of the
Initiate service, it shall issue an Initiate.response primitive with the
Result(-) parameter and with Error Code "Password Error".

- If the password is not unambiguous and the FMS user is the client of the
Initiate service, it shall release the connection with the Abort service,
with Reason Code "Password Error".

- Test of Version OD
If the FMS user has a remote OD for this connection, it may check if the re-
ceived parameter "Version OD" is compatible with the attribute "Version OD"
of the associated remote OD.

- If they are incompatible and the FMS user is the server of the Initiate
service, it may issue an Initiate.response primitive with the Result(-) pa-
rameter and with Error Code "Version OD incompatible".

- If they are incompatible and the FMS user is the client of the Initiate
service, it may release the connection with the Abort service, with Reason
Code "Version OD incompatible”.

- Test of Profile Number

The FMS user may check if the received parameter "Profile Number" is compati-

ble with the attribute "Profile Number" of the VFD.

- If they are incompatible and the FMS user is the server of the Initiate
service, it may issue an Initiate.response primitive with the Result(-) pa-
rameter and with Error Code "Profile Number incompatible"”.

- If they are incompatible and the FMS user is the client of the Initiate
service, it may release the connection with the Abort service, with Reason
Code "Profile Number incompatible”.

4.4.6 State Machine for connection-oriented Communication Relationships

4.4.6.1 State Machine Description

CONNECTION-NOT-ESTABLISHED

The connection is not established. Only the service primitives Initiate.req,
ASS.ind, Abort.req and ABT.ind are allowed. All other services shall be rejected
with the Abort service.

CONNECTION-ESTABLISHING (CALLING)

The local FMS user wishes to establish the connection. Only the service primi-
tives ASS.con(+), ASS.con(-), Abort.req and ABT.ind are allowed. All other serv-
ices shall be rejected with the Abort service. This state is abbreviated as CON-
ESTABLISHING-CALLING.

CONNECTION-ESTABLISHING (CALLED)

The remote FMS user wishes to establish the connection. Only the service primi-
tives Initiate.res(+), Initiate.res(-), Abort.req and ABT.ind are allowed. All

other services shall be rejected with the Abort service. This state is abbrevi-
ated as CON-ESTABLISHING-CALLED.

CONNECTION-ESTABLISHED

The communication relationship is established. The service primitives Initi-
ate.req, Initiate.res(+), Initiate.res(-), DTU.ind are not allowed and shall be
rejected with the Abort service.

The following actions shall be taken to reset a communication reference ( Reset
CREF):

- Clear memory contents
- Set attribute "Outstanding Services Counter Client" and attribute "Outstan-
ding Services Counter Server" of the FMS CRL (dynamic part) to 0

- Set state of the communication relationship to "CONNECTION-NOT-ESTABLISHED"
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Figure 44. State Machine

4.4.6.2 State Transitions

State Transitions at Connection Establishment / Release:

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CONNECTION-NOT-ESTABLISHED 1 CON-ESTABLISHING-CALLING
Initiate.req from FMS user received
\FMS CRL entry valid
=> send INITIATE_REQ_PDU, (ASS.req) to LLI

CONNECTION-NOT-ESTABLISHED 2 CONNECTION-NOT-ESTABLISHED
Initiate.req from FMS user received
\FMS CRL entry invalid
=> Abort.ind to FMS user <reason code = ABT_RC1>

CONNECTION-NOT-ESTABLISHED 3 CONNECTION-NOT-ESTABLISHED
Abort.req received from FMS user
=> ignore

CONNECTION-NOT-ESTABLISHED 4 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty service
primitive received from FMS user
=> Abort.ind to FMS user <reason code = ABT_RC2>

CONNECTION-NOT-ESTABLISHED 5 CONNECTION-NOT-ESTABLISHED

ABT.ind received from LLI
=> ignore
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CONNECTION-NOT-ESTABLISHED 6 CONNECTION-NOT-ESTABLISHED
faulty or unknown service primitive
received from LLI
=> ABT.req to LLI <reason code = ABT_RC5>

CONNECTION-NOT-ESTABLISHED 7 CONNECTION-NOT-ESTABLISHED
not allowed LLI service primitive
received from LLI
=> ABT.req to LLI <reason code = ABT_RC4>

CONNECTION-NOT-ESTABLISHED 8 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty FMS PDU
(ASS.ind) received
=> ABT.reqto LLI <reason code = ABT_RC3>

CONNECTION-NOT-ESTABLISHED 9 CON-ESTABLISHING-CALLED
INITIATE_REQ_PDU(ASS.ind from LLI)
\FMS CRL entry is valid
AND FMS context test is positive
=> |nitiate.ind to FMS user

CONNECTION-NOT-ESTABLISHED 10 CONNECTION-NOT-ESTABLISHED
INITIATE_REQ_PDU(ASS.ind from LLI)
\FMS CRL entry is invalid
=> ABT.req to LLI <reason code = ABT_RC1>

CONNECTION-NOT-ESTABLISHED 11 CONNECTION-NOT-ESTABLISHED
INITIATE_REQ_PDU (ASS.ind) from LLI
\FMS CRL entry is valid
AND max PDU length test is negative
=> send INITIATE_ERROR_PDU (ASS.res(-)) to LLI
<error code = 1>

CONNECTION-NOT-ESTABLISHED 12 CONNECTION-NOT-ESTABLISHED
INITIATE_REQ_PDU (ASS.ind) from LLI
\FMS CRL entry is valid
AND max PDU length test is positive
AND features supported test is negative
=> send INITIATE_ERROR_PDU (ASS.res(-)) to LLI
<error code = 2>

CON-ESTABLISHING-CALLING 13 CONNECTION-ESTABLISHED
INITIATE_RES_PDU (ASS.con(+)) from LLI
=> |nitiate.con(+) to FMS user

CON-ESTABLISHING-CALLING 14 CONNECTION-NOT-ESTABLISHED
INITIATE_ERROR_PDU (ASS.con(-)) from LLI
=> |nitiate.con(-) to FMS user
reset CREF

CON-ESTABLISHING-CALLING 15 CONNECTION-NOT-ESTABLISHED
ABT.ind received from LLI
=> Abort.ind to FMS user <reason code out of ABT.ind>
reset CREF
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CON-ESTABLISHING-CALLING 16 CONNECTION-NOT-ESTABLISHED
Abort.req received from FMS user
=> ABT.req to LLI <reason code as given by user>
reset CREF

CON-ESTABLISHING-CALLING 17 CONNECTION-NOT-ESTABLISHED
faulty or unknown service primitive received from LLI
=> ABT.req to LLI <reason code = ABT_RC5>
Abort.ind to FMS user <reason code = ABT_RC5>
reset CREF

CON-ESTABLISHING-CALLING 18 CONNECTION-NOT-ESTABLISHED
not allowed LLI service primitive received from LLI
=> ABT.req to LLI <reason code = ABT_RC4>
Abort.ind to FMS user <reason code = ABT_RC4>
reset CREF

CON-ESTABLISHING-CALLING 19 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty FMS PDU (ASS.con)
received from LLI
=> ABT.req to LLI <reason code = ABT_RC3>
Abort.ind to FMS user <reason code = ABT_RC3>
reset CREF

CON-ESTABLISHING-CALLING 20 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty service
primitive received from FMS user
=> ABT.req to LLI <reason code = ABT_RC2>
Abort.ind to FMS user <reason code = ABT_RC2>
reset CREF

CON-ESTABLISHING-CALLED 21 CONNECTION-ESTABLISHED
Initiate.res(+) received from FMS user
=> send INITIATE_RES_PDU (ASS.res(+)) to LLI

CON-ESTABLISHING-CALLED 22 CONNECTION-NOT-ESTABLISHED
Initiate.res(-) received from FMS user
=> send INITIATE_ERROR_PDU (ASS.res(-)) to LLI
reset CREF

CON-ESTABLISHING-CALLED 23 CONNECTION-NOT-ESTABLISHED
Abort.req received from FMS user
=> ABT.req to LLI <reason code as given by user>
reset CREF

CON-ESTABLISHING-CALLED 24 CONNECTION-NOT-ESTABLISHED
ABT.ind received from LLI
=> Abort.ind to FMS user <reason code out of ABT.ind>
reset CREF

CON-ESTABLISHING-CALLED 25 CONNECTION-NOT-ESTABLISHED
faulty or unknown service primitive
received from LLI
=> ABT.req to LLI <reason code = ABT_RC5>
Abort.ind to FMS user <reason code = ABT_RC5>
reset CREF
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Event
\Exit Condition
=> Action Taken

CON-ESTABLISHING-CALLED 26 CONNECTION-NOT-ESTABLISHED
not allowed LLI service primitive
received from LLI
=> ABT.req to LLI <reason code = ABT_RC4>
Abort.ind to FMS user <reason code = ABT_RC4>, reset CREF

CON-ESTABLISHING-CALLED 27 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty service
primitive received from FMS user
=> ABT.req to LLI <reason code = ABT_RC2>
Abort.ind to FMS user <reason code = ABT_RC2>, reset CREF

CONNECTION-ESTABLISHED 28 CONNECTION-ESTABLISHED
confirmed Service.req received from FMS user
\OSCC < max outstanding services client
AND invoke ID not existent
AND PDU length < max PDU sending low prio
AND features supported test (Client) positive
=> confirmed service_ REQ_PDU with DTC.req to LLI
OSCC:=0SCC +1

CONNECTION-ESTABLISHED 29 CONNECTION-ESTABLISHED
confirmed Service.req received from FMS user

\OSCC > max outstanding services client
=> Reject.ind to FMS user <reject code = 2>

CONNECTION-ESTABLISHED 30 CONNECTION-ESTABLISHED
confirmed Service.req received from FMS user
\OSCC < max outstanding services client
AND invoke ID already existent
=> Reject.ind to FMS user <reject code = 1>

CONNECTION-ESTABLISHED 31 CONNECTION-ESTABLISHED
confirmed Service.req received from FMS user
\OSCC < max outstanding services client
AND invoke ID not existent
AND PDU length > max PDU sending low prio
=> Reject.ind to FMS user <reject code = 5>

CONNECTION-ESTABLISHED 32 CONNECTION-ESTABLISHED
confirmed Service.req received from FMS user
\OSCC < max outstanding services client
AND invoke ID not existent
AND PDU length < max PDU sending low prio
AND features supported test (Client) negative
=> Reject.ind to FMS user <reject code = 3>

CONNECTION-ESTABLISHED 33 CONNECTION-ESTABLISHED
unconfirmed Service.req <priority = false>
received from FMS user
\PDU length < max PDU sending low prio
AND features supported test (Client) positive
=> unconfirmed Service_ REQ_PDU
(DTA.req <priority = low>) to LLI
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\Exit Condition
=> Action Taken

CONNECTION-ESTABLISHED 34 CONNECTION-ESTABLISHED

unconfirmed Service.req <priority = false>
received from FMS user

\PDU length > max PDU sending low prio

=> Reject.ind to FMS user <reject code = 5>

CONNECTION-ESTABLISHED 35 CONNECTION-ESTABLISHED

unconfirmed Service.req <priority = false>

received from FMS user
\PDU length < max PDU sending low prio
AND features supported test (Client) negative
=> Reject.ind to FMS user <reject code = 3>

CONNECTION-ESTABLISHED 36 CONNECTION-ESTABLISHED

unconfirmed Service.req <priority = true>
received from FMS user
\PDU length < max PDU sending high prio
AND features supported test (Client) positive
=> unconfirmed Service. REQ_PDU
(DTA.req <priority = high>) to LLI

CONNECTION-ESTABLISHED 37 CONNECTION-ESTABLISHED

unconfirmed Service.req <priority = true>
received from FMS user
\PDU length > max PDU sending high prio
=> Reject.ind to FMS user <reject code = 5>

CONNECTION-ESTABLISHED 38 CONNECTION-ESTABLISHED

unconfirmed Service.req <priority = true>
received from FMS user

\PDU length < max PDU sending high prio

AND features supported test (Client) negative
=> Reject.ind to FMS user <reject code = 3>

CONNECTION-ESTABLISHED 39 CONNECTION-NOT-ESTABLISHED

Abort.req received from FMS user
=> ABT.req to LLI <reason code as given by user>
reset CREF

CONNECTION-ESTABLISHED 40 CONNECTION-NOT-ESTABLISHED

faulty, unknown or not allowed service
primitive received from FMS user
=> ABT.reqto LLI <reason code = ABT_RC2>
Abort.ind to FMS user <reason code = ABT_RC2>
reset CREF

CONNECTION-ESTABLISHED 41 CONNECTION-ESTABLISHED

confirmed Service_ REQ_PDU (DTC.ind) from LLI

\PDU length < max PDU receiving low prio

AND OSCS < max outstanding services server

AND invoke ID not existent

AND features supported test (Server) positive

=> confirmed Service.ind to FMS user
0OSCS:=0SCs +1
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CONNECTION-ESTABLISHED 42 CONNECTION-NOT-ESTABLISHED

confirmed Service_REQ_PDU (DTC.ind) from LLI
\PDU length > max PDU receiving low prio
=> ABT.req to LLI <reason code = ABT_RC6>
Abort.ind to FMS user <reason code = ABT_RC6>
reset CREF

CONNECTION-ESTABLISHED 43 CONNECTION-NOT-ESTABLISHED

confirmed Service_REQ_PDU (DTC.ind) from LLI
\PDU length < max PDU receiving low prio
AND OSCS > max outstanding services server
=> ABT.req to LLI <reason code = ABT_RC9>
Abort.ind to FMS user <reason code = ABT_RC9>
reset CREF

CONNECTION-ESTABLISHED 44 CONNECTION-NOT-ESTABLISHED

confirmed Service REQ_PDU (DTC.ind) from LLI

\PDU length < max PDU receiving low prio

AND OSCS < max outstanding services server

AND invoke ID already existent

=> ABT.reqto LLI <reason code = ABT_RC12>
Abort.ind to FMS <reason code = ABT_RC12>
reset CREF

CONNECTION-ESTABLISHED 45 CONNECTION-NOT-ESTABLISHED

confirmed Service_ REQ_PDU (DTC.ind) from LLI

\PDU length < max PDU receiving low prio

AND OSCS < max outstanding services server

AND invoke ID not existent

AND features supported test (Server) negative

=> ABT.req to LLI <reason code = ABT_RC7>
Abort.ind to FMS user <reason code = ABT_RC7>
reset CREF

CONNECTION-ESTABLISHED 46 CONNECTION-ESTABLISHED

unconfirmed Service_ REQ_PDU <priority = low>
(DTA.ind) from LLI

\PDU length < max PDU receiving low prio
AND features supported test (Server) positive
=> unconfirmed Service.ind <priority = false>

to FMS user

CONNECTION-ESTABLISHED 47 CONNECTION-NOT-ESTABLISHED

unconfirmed Service_ REQ_PDU <priority = low>
(DTA.ind) from LLI
\PDU length > max PDU receiving low prio
=> ABT.reqto LLI <reason code = ABT_RC6>
Abort.ind to FMS user <reason code = ABT_RC6>
reset CREF
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CONNECTION-ESTABLISHED 48 CONNECTION-NOT-ESTABLISHED
unconfirmed Service_ REQ_PDU <priority = low>
(DTA.ind) from LLI

\PDU length < max PDU receiving low prio

AND features supported test (Server) negative

=> ABT.req to LLI <reason code = ABT_RC7>
Abort.ind to FMS user <reason code = ABT_RC7>
reset CREF

CONNECTION-ESTABLISHED 49 CONNECTION-ESTABLISHED
unconfirmed Service_ REQ_PDU <priority = high>
(DTA.ind) from LLI

\PDU length < max PDU receiving high prio
AND features supported test (Server) positive
=> unconfirmed Service.ind <priority = true> to FMS user

CONNECTION-ESTABLISHED 50 CONNECTION-NOT-ESTABLISHED
unconfirmed Service_REQ_PDU <priority = high>
(DTA.ind) from LLI
\PDU length > max PDU receiving high prio
=> ABT.req to LLI <reason code = ABT_RC6>
Abort.ind to FMS user <reason code = ABT_RC6>
reset CREF

CONNECTION-ESTABLISHED 51 CONNECTION-NOT-ESTABLISHED
unconfirmed Service_ REQ_PDU <priority = high>
(DTA.ind) from LLI

\PDU length < max PDU receiving high prio

AND features supported test (Server) negative

=> ABT.req to LLI <reason code = ABT_RC7>
Abort.ind to FMS user <reason code = ABT_RC7>
reset CREF

CONNECTION-ESTABLISHED 52 CONNECTION-NOT-ESTABLISHED
ABT.ind from LLI received
=> Abort.ind to FMS user <reason code out of ABT.ind>

reset CREF
CONNECTION-ESTABLISHED 53 CONNECTION-NOT-ESTABLISHED
INITIATE_REQ_PDU (ASS.ind) or INITIATE_RES_PDU (ASS.con)
from LLI

=> ABT.reqto LLI <reason code = ABT_RC10>
Abort.ind to FMS user <reason code = ABT_RC10>
reset CREF

CONNECTION-ESTABLISHED 54 CONNECTION-NOT-ESTABLISHED
faulty or unknown service primitive from LLI received
=> ABT.reqto LLI <reason code = ABT_RC5>
Abort.ind to FMS user <reason code = ABT_RC5>
reset CREF
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CONNECTION-ESTABLISHED 55 CONNECTION-NOT-ESTABLISHED
not allowed LLI service primitive received from LLI
=> ABT.req to LLI <reason code = ABT_RC4>
Abort.ind to FMS user <reason code = ABT_RC4>
reset CREF

CONNECTION-ESTABLISHED 56 CONNECTION-NOT-ESTABLISHED
not allowed, unknown or faulty FMS PDU received from LLI
=> ABT.req to LLI <reason code = ABT_RC3>
Abort.ind to FMS user <reason code = ABT_RC3>
reset CREF

CONNECTION-ESTABLISHED 57 CONNECTION-ESTABLISHED
confirmed Service.res (+) received from FMS user
\Invoke ID existent as server
AND service out of .res identical with
service out of .ind

AND PDU length < max PDU sending low prio
=> confirmed Service_ RES PDU with DTC.res to LLI
0OSCS:=0SsCs -1

CONNECTION-ESTABLISHED 68 CONNECTION-ESTABLISHED
confirmed Service.res (-) received from FMS user
\Invoke ID existent as server
AND service out of .res identical with
service out of .ind

AND PDU length < max PDU sending low prio
=> confirmed Error_PDU with DTC.res to LLI
OSCS:=0SCS -1

CONNECTION-ESTABLISHED 58 CONNECTION-NOT-ESTABLISHED
confirmed Service.res received from FMS user
\Invoke ID not existent as server
=> ABT.reqto LLI <reason code = ABT_RC8>
Abort.ind to FMS user <reason code = ABT_RC8>
reset CREF

CONNECTION-ESTABLISHED 59 CONNECTION-NOT-ESTABLISHED
confirmed Service.res received from FMS user
\Invoke ID existent as server
AND service out of .res not identical with
service out of .ind
=> ABT.reqto LLI <reason code = ABT_RC11>
Abort.ind to FMS user <reason code = ABT_RC11>
reset CREF

CONNECTION-ESTABLISHED 60 CONNECTION-ESTABLISHED
confirmed Service.res received from FMS user
\Invoke ID existent as server
AND service out of .res identical with
Service out of .ind
AND PDU length > max PDU sending low prio
=> REJECT_PDU with DTC.res to LLI <reject code = 5>
OSCS:=0SCS -1
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CONNECTION-ESTABLISHED 61 CONNECTION-ESTABLISHED
confirmed Service_RES_PDU or confirmed Error_PDU (DTC.con)from LLI

\PDU length < max PDU receiving low prio

AND invoke ID existent as client

AND service out of .con identical with

service out of .req

=> confirmed Service.con to FMS user, OSCC := 0OSCC - 1

CONNECTION-ESTABLISHED 62 CONNECTION-NOT-ESTABLISHED
confirmed Service_RES_PDU or confirmed Error_PDU (DTC.con) from LLI
\PDU length > max PDU receiving low prio
=> ABT.reqto LLI <reason code = ABT_RC6>
Abort.ind to FMS user <reason code = ABT_RC6>
reset CREF

CONNECTION-ESTABLISHED 63 CONNECTION-NOT-ESTABLISHED
confirmed Service_ RES_PDU or confirmed Error_PDU (DTC.con) from LLI

\PDU length < max PDU receiving low prio

AND invoke ID not existent as client

=> ABT.reqto LLI <reason code = ABT_RC8>
Abort.ind to FMS user <reason code = ABT_RC8>
reset CREF

CONNECTION-ESTABLISHED 67 CONNECTION-NOT-ESTABLISHED
confirmed Service_RES_PDU or confirmed Error_PDU (DTC.con) from LLI

\PDU length < max PDU receiving low prio

AND invoke ID existent as client

AND service out of .con not identical with

service out of .req

=> ABT.reqto LLI <reason code = ABT RC11>
Abort.ind to FMS user <reason code = ABT RC11>
Reset CREF

CONNECTION-ESTABLISHED 64 CONNECTION-ESTABLISHED
REJECT_PDU (DTC.con) from LLI
\Original invoke ID existent as client
AND (<reject code = 5>
OR <reject code = 0>)
=> Reject.ind to FMS user <reject code = 5>
OSCC:=0SsCC-1

CONNECTION-ESTABLISHED 65 CONNECTION-NOT-ESTABLISHED
REJECT_PDU (DTC.con) from LLI
\Original invoke ID not existent as client
=> ABT.req to LLI <reason code = ABT_RC8>
Abort.ind to FMS user <reason code = ABT_RC8>
reset CREF

CONNECTION-ESTABLISHED 66 CONNECTION-NOT-ESTABLISHED
REJECT_PDU (DTC.con) from LLI

\Original invoke ID existent as client

AND (<reject code unequal 5>
AND <reject code unequal 0>)

=> ABT.req to LLI <reason code = ABT_RC3>
Abort.ind to FMS user <reason code = ABT_RC3>
reset CREF
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4.4.7  State Machine for connectionless Communication Relationships

4.4.7.1 State Machine in the Client

State Machine Description

CONNECTIONLESS-CLIENT
The communication relationship is ready for operation.

Only an unconfirmed service.req primitive is permitted, all other services shall
be rejected or ignored.

+ +
! CONNECTIONLESS-CLIENT !
+ +
1 N
R +1-9

Figure 45. State Machine

447.1.1 State Transitions

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CONNECTIONLESS-CLIENT 1 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = false)
received from FMS user

\PDU length < max PDU sending low prio
AND features supported test (Client) positive
=> unconfirmed Service REQ_PDU

(DTU.req <priority = low>) to LLI

CONNECTIONLESS-CLIENT 2 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = false)
received from FMS user
\PDU length > max PDU sending low prio
=> Reject.ind to FMS user <reject code = 5>

CONNECTIONLESS-CLIENT 3 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = false)
received from FMS user

\PDU length < max PDU sending low prio
AND features supported test (Client) negative
=> Reject.ind to FMS user <reject code = 4>

CONNECTIONLESS-CLIENT 4 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = true)
received from FMS user

\PDU length < max PDU sending high prio
AND features supported test (Client) positive
=> unconfirmed Service_ REQ_PDU

(DTU.req <priority = high>) to LLI
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CONNECTIONLESS-CLIENT 5 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = true)
received from FMS user
\PDU length > max PDU sending high prio
=> Reject.ind to FMS user <reject code = 5>

CONNECTIONLESS-CLIENT 6 CONNECTIONLESS-CLIENT
unconfirmed Service.req <priority = true>
received from FMS user

\PDU length < max PDU sending high prio
AND features supported test (Client) negative
=> Reject.ind to FMS user <reject code = 4>

CONNECTIONLESS-CLIENT 7 CONNECTIONLESS-CLIENT
confirmed Service.req received from FMS user
=> Reject.ind to FMS user <reject code = 4>

CONNECTIONLESS-CLIENT 8 CONNECTIONLESS-CLIENT
not allowed, unknown or faulty service primitive
received from FMS user
=> Reject.ind to FMS user <reject code = 6>

CONNECTIONLESS-CLIENT 9 CONNECTIONLESS-CLIENT
LLI service primitive received
=> ignore

4.4.7.2 State Machine in the Server

44.7.2.1 State Machine Description
CONNECTIONLESS-SERVER
The communication relationship is ready for operation.

Only DTU.ind from LLI is permitted, other services shall be rejected or ignored.

+ +
I CONNECTIONLESS-SERVER !
+ +
! N
R — + 1-8

Figure 46. State Machine
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State Transitions

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CONNECTIONLESS-SERVER 1 CONNECTIONLESS-SERVER
unconfirmed Service_ REQ_PDU (DTU.ind <priority = low>)
from LLI
\PDU length < max PDU receiving low prio
AND features supported test positive
=> unconfirmed Service.ind <priority = false> to FMS user

CONNECTIONLESS-SERVER 2 CONNECTIONLESS-SERVER
unconfirmed Service_REQ_PDU (DTU.ind <priority = low>)
from LLI
\PDU length > max PDU receiving low prio
=> ignore
CONNECTIONLESS-SERVER 3 CONNECTIONLESS-SERVER
unconfirmed Service_ REQ_PDU (DTU.ind <priority = low>)
from LLI
\PDU length < max PDU receiving low prio
AND features supported test negative
=> ignore
CONNECTIONLESS-SERVER 4 CONNECTIONLESS-SERVER

unconfirmed Service. REQ_PDU

(DTU.ind <priority = high>) from LLI
\PDU length < max PDU receiving high prio
AND features supported test positive
=> unconfirmed Service.ind <priority = true> to FMS user

CONNECTIONLESS-SERVER 5 CONNECTIONLESS-SERVER
unconfirmed Service_ REQ_PDU
(DTU.ind <priority = high>) from LLI
\PDU length > max PDU receiving high prio
=> jgnore

CONNECTIONLESS-SERVER 6 CONNECTIONLESS-SERVER
unconfirmed Service_ REQ_PDU
(DTU.ind <priority = high>) from LLI
\PDU length < max PDU receiving high prio
AND features supported test negative
=> jgnore

CONNECTIONLESS-SERVER 7 CONNECTIONLESS-SERVER
not allowed, unknown or faulty LLI service primitive
or
not allowed, unknown or faulty FMS PDU received
=> jgnore

CONNECTIONLESS-SERVER 8 CONNECTIONLESS-SERVER

service primitive received from FMS user
=> Reject.ind to FMS user <reject code = 6>
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4.5 Domain Management

4.5.1 Model Description

A Domain is a part of memory. It may contain programs or data. The Domain shall
be of data type "octet string". The maximum number of octets of a Domain shall
be defined in the Object Description. Only one Download service or one Upload
service, but not both, may operate on a Domain at any one time.

The following services operate on Domain Objects:

R —— +

- OD Services —  ----mmmmemmmmeeeee- >! Object Description !

- InitiateDownloadSequence \ I Domain !
- DownloadSegment : ! !
- TermmateDownIoadSequence : et + |

- InitiateUploadSequence D et > Domain ! !
- UploadSegment : L + |
- TermmateUpIoadSequence : oo +

- RequestDomainDownload
- RequestDomainUpload /

Figure 47. Domain Services

4.5.2 The Domain Object
4521 Attributes

Object: Domain

Key Attribute: Index
Key Attribute: Domain Name
Attribute: Max Octets
Attribute: Password
Attribute: Access Groups
Attribute: Access Rights
Attribute: Local Address
Attribute: Domain State
Attribute: Upload State
Attribute: Counter
Attribute: Extension

Index
Logical address of the object in OD.

Domain Name

This attribute specifies the symbolic name of the Domain. Existence and length
are defined in the OD Object Description.

Max Octets
This attribute specifies the max. number of octets of the Domain.

Password
This attribute shall specify the password for the access rights.

Access Groups

This attribute shall specify the object's membership in specific access groups.
The object is member of an access group if the corresponding bit is set.
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Table 17. Access Groups for a Domain

s T +
IBit! Meaning !
i TR +
I'7 !Access Group 1!
6 ! Access Group 2!
I'5 ! Access Group 3!
I'4 ! Access Group 4!
'3 !'Access Group 5!
I'2 ! Access Group 6!
'l !Access Group 7!
10 !Access Group 8!
+ +

Access Rights

This attribute shall specify the rights to access the object. The respective ac-
cess is allowed if the corresponding bit is set.

Table 18. Access Rights for Domains

B — + + +
I Bit ! Name ! Meaning !
B — + + +

7 'R !Right to Read the registered Password !

6 'W ! Right to Write the registered Password !

5 U [!Rightto Use in a Pl for the registered Password !
3 'Rg !Rightto Read for Access Groups !

2 'Wg ! Right to Write for Access Groups !

1 'Ug !Rightto Use in a PI for Access Groups !

15 'Ra !Right to Read for all Communication Partners !
114 'Wa ! Right to Write for all Communication Partners !
113 'Ua !Rightto Use in a PI for all Communication !

I I !'Partners !

S — + + +

Local Address

This attribute is a system specific reference to the real object. It may be used
internally for addressing the object. If a reference of this kind is not ap-
plied, the Local Address attribute shall have the value FFFFFFFF hex.

Domain State
This attribute shall specify the state of the Domain Object.

1 <=> EXISTENT 2 <=> LOADING 3 <=> INCOMPLETE
4 <=> COMPLETE 5 <=> READY 6 <=> IN-USE

Upload State
This attribute shall specify the state of the State Machine for Upload of the
Domain.

0 <=> NON-EXISTENT
1 <=> UPLOADING
2 <=> UPLOADED

Counter

This attribute shall specify the number of Program Invocations which currently
use this Domain. The Program Invocation Management maintains this Counter, while
the Domain Management only interprets the Counter. If the Counter attribute has

a value greater than 0, the Domain is in use and may not be overwritten with a

Download service.

Extension

This attribute contains profile specific information.
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45.2.2 Object Description of the OD on Transmission

+ + + + + + +//
I'Index ! Object ! Max ! Password ! Access ! Access !
! I code !Octets! I Groups ! Rights !
+ + + + + + +
1123 !Domain !513 ! 12 | IRWU !
+ + + + + + +//
11+ + + + + + +
!'Local !Domain ! Upload ! Counter ! Domain ! Extension !
! Address ! State ! State ! I Name ! !
+ + + + + + +
I B49A hex ! ! ! 'Volz ! !
11+ + + + + + +

Figure 48. Structure of an Entry in the S-OD

Objektcode
Identification of a Domain Object. This identification shall be transmitted in

the GetOD service and in the PutOD service in addition to the object attributes.
45.3 Download Services

The Download Services shall be used to load data from the client into the
server's Domain.

453.1 InitiateDownloadSequence

The InitiateDownloadSequence service shall be used to begin the loading of the
Domain whose Index or Domain Name is included in the service request.

Table 19. InitiateDownloadSequence

+ E R
! Forod

I Parameter Name l.reql.res!
! Lind l.con !

+ E R —

I Argument M1t 1

I Access Specification Y I
I Index st

I Domain Name st

! rr

I Result(+) I 1S

! rr

I Result(-) I 1S

I Error Type '/

+ S R

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.
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Domain Name
This parameter shall specify the name of the Domain.

Result(+)

The Result(+) parameter shall indicate that the service was executed success-
fully.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type
This parameter shall provide the reason for failure.

45.3.2 DownloadSegment

The DownloadSegment service shall be used to transfer one data segment into the
server's Domain. The segment is transmitted in the service response.

Table 20. DownloadSegment

+ B — B — +
! Poro

I Parameter Name l.req l.res!
! lind !.con !

+ B — B — +
I Argument M1t 1

I Access Specification M1
I Index st |

I Domain Name st
I R

I Result(+) I 1s!

! Load Data M

I More Follows I M

I I

I Result(-) I 1S

I Error Type T M

+ B — B — +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Load Data
This parameter shall contain the data to be downloaded.

More Follows
Shall indicate whether or not any additional data remains to be transmitted.
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Result(-)
The Result(-) parameter shall indicate that the service request failed.

Error Type
This parameter shall provide the reason for failure.

45.3.3 TerminateDownloadSequence

The TerminateDownloadSequence service shall be used to finish the loading of the
Domain whose Index or Domain Name is included in the service request.

Table 21. TerminateDownloadSequence

+ R R &
! Poro

I Parameter Name l.reql.res!
! Lind !.con !

+ B — B — +

I Argument 7/

I Access Specification Y I
I Index st |

I Domain Name I'st |

I Final Result M1t !

I I

I Result(+) I 1S

I I

I Result(-) I 1S

I Error Type T M

+ B — B — +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification
This parameter shall specify if the Index or the Domain Name is used to address

the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Final Result

This parameter shall inform the client whether or not the server successfully
finished the Download.

Result(+)
The Result(+) parameter shall indicate that the requested service has succeeded.

Result(-)
The Result(-) parameter shall indicate that the service request failed.

Error Type
This parameter shall provide the reason for failure.
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4534 RequestDomainDownload

The RequestDomainDownload service shall be used by a server to request the cli-
ent to perform a Download into the Domain whose Index or Domain Name is included
in the service request.

The service response with Result(+) is not sent until the Download Sequence has
been completely finished.

Table 22. RequestDomainDownload

+ oot

! oo

I Parameter Name l.req l.res!
! l.ind l.con !

+ B — B — +

I Argument Y I

I Access Specification ! Fol

M
I Index st |
I Domain Name st 1
I Additional Information Tt |
1
S
S

| Result(+) 1 1S

! oo

I Result(-) Pl !

I Error Type N
+ B — B — +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Additional Information

This parameter shall contain additional information on the Domain Name. It may
for example contain a file name. The correlation between Domain Name and file
name is a local matter and is the responsibility of the application.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type
This parameter shall provide the reason for failure.
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4.5.4 Upload Services

The Upload Services shall be used to transmit the data from the server's Domain
to the client.

454.1 InitiateUploadSequence

The InitiateUploadSequence service shall be used to begin the Upload of the Do-
main whose Index or Domain Name is included in the service request.

Table 23. InitiateUploadSequence

+ S SRR —
! Poro

I Parameter Name L.req l.res!
! Lind !.con !

+ R R
I Argument N \Y I

I Access Specification L \Y I
I Index st

I Domain Name st
I I

I Result(+) I 1S

I I

I Result(-) I 1S

I Error Type T M

+ B — B — +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type
This parameter shall provide the reason for failure.
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45.4.2 UploadSegment

The UploadSegment service shall be used to transfer one data segment of the
server's Domain to the client.

Table 24. UploadSegment

+ B — R — +
! N

I Parameter Name Lreq l.res!
! lind !.con !

+ B — B — +
I Argument M1t 1

I Access Specification Y I
I Index rst |

I Domain Name st |
| | | |

I Result(+) I 1S

! Load Data I T M

! More Follows I I M

| | | |

I Result(-) I 1S

I Error Type I 1T M

+ B — B — +

Argument

The argument shall convey the service specific parameters of the service re-
guest.

Access Specification
This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Load Data

This parameter shall contain the data requested from the server's Domain.

More Follows

This parameter shall indicate whether or not any additional data remains to be
transmitted.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type
This parameter shall provide the reason for failure.
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45.4.3 TerminateUploadSequence

The TerminateUploadSequence service shall be used to finish the Upload Sequence.

Table 25. TerminateUploadSequence

+ +omeee +omee +
! Poro

I Parameter Name lreq l.res!
! Lind !.con !

+ +omeee +omeee +
I Argument Y/ I

I Access Specification Y I
I Index rst |

! Domain Name 1s! |
| | | |

I Result(+) I 1's

| | | |

I Result(-) I 1'S

I Error Type T M

+ +omeee +oee +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index

This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type

This parameter shall provide the reason for failure.
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4544 RequestDomainUpload

The RequestDomainUpload service shall be used by a server to request that the
contents of the specified Domain be uploaded to the client. The service response
with Result(+) shall not be sent until the Upload Sequence has been completely
finished.

Table 26. RequestDomainUpload

+ +omeee +omeee +

! Poro

I Parameter Name l.req l.res!
! Lind l.con !

+ +omeee +omeee +

I Argument Y/ I

I Access Specification I'M
I Index ISt |
I Domain Name 1s 1
I Additional Information rut |
|

S

S

| Result(+) 1 1S

! Poro

I Result(-) P !

I Error Type I 1M
+ R B +

Argument

The argument shall convey the service specific parameters of the service re-
quest.

Access Specification

This parameter shall specify if the Index or the Domain Name is used to address
the object.

Index
This parameter shall specify the logical address of the Domain.

Domain Name
This parameter shall specify the name of the Domain.

Additional Information

This parameter shall contain additional information on the Domain Name. It may
for example contain a file hame. The correlation between Domain Name and file
name is a local matter and is the responsibility of the application.

Result(+)

The Result(+) parameter shall indicate that the requested service was executed
successfully.

Result(-)

The Result(-) parameter shall indicate that the service was not executed suc-
cessfully.

Error Type
This parameter shall provide the reason for failure.
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455 State Machine for Download

455.1 State Machine Description

EXISTENT
The Domain exists, but the content is not defined.

LOADING
Download on the Domain is in progress.

INCOMPLETE
Download failed, the content is incomplete.

COMPLETE

The Domain content has been transmitted, but the Domain is not yet released for
use.

READY
The Domain is released for use.

IN-USE

The Domain is being used by a Program Invocation. Download is not allowed in
this state.

I Power Up,
I Domain content not stored in PROM
\Y
[ SR +
I EXISTENT I< +
[ SR + |
11 21n !
I 4+ !
\Y !
E —— + 6,7!
+---->!  LOADING ! >+
| [ —— + |
I 41 3IMT 5 e + 6,7
! I+t e > INCOMPLETE !------ >+
! \VJ R —— + ]
L et + 6,7,9!
! | COMPLETE ! >+
[ S +
1 8!
! \Y
I 1 +emmememmeeeees + Power Up,
+<----I  READY I<--- Domain content stored in PROM
E S +
10! 21~ 112
I+t
Vv |
B +
I IN-USE !
E +
111,13 ~
[ —— +

Figure 49. DomainDownload State Machine (Server)

Download and Upload shall not operate on the same Domain at the same time.
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455.2 State Transitions

Event
\Exit Condition
=> Action Taken

1 InitiateDownloadSequence.ind
\state machine Upload in state NON-EXISTENT
=> .res(+)

2 InitiateDownloadSequence.ind
\state machine Upload not in state NON-EXISTENT
=> .res(-) object constraint conflict

DownloadSegment.con(+)

\more follows = true
DownloadSegment.con(+)

\more follows = false
DownloadSegment.con(-)
TerminateDownloadSequence.req

\final result = false

\.con(+/-)

Abort

TerminateDownloadSequence.req
\final result = true
\.con(+)

9 TerminateDownloadSequence.req

\final result = true
\.con(-)

o0 A~ W

o~

See also State Transitions Program Invocation:

10 Counter increment (Start/Resume)
=> counter:=1

11 Counter increment (Start/Resume)
=> counter := counter +1

12 Counter decrement (Stop/Kill/End of Program/Program Stop)
\counter =1
=> counter:=0

13 Counter decrement (Stop/Kill/End of Program/Program Stop)
\counter > 1
=> counter := counter -1

45.6 State Machine for Upload

45.6.1 State Machine Description

NON-EXISTENT
The Domain exists, no Upload in progress.

UPLOADING
Upload on the Domain is in progress, Download is not allowed.

UPLOADED

The Domain content has been completely transmitted, but the TerminateUpload-

Sequence service is still to be executed.
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I UPLOADED !--->+

Figure 50. DomainUpload State Machine (Server)

Download and Upload shall not operate on the same Domain at the same time.

3.5.6.2 State Transitions

Event
\Exit Condition
=> Action Taken

=

InitiateUploadSequence.ind
\state machine Download in state
EXISTENT or READY or IN-USE
=> res(+)
2 InitiateUploadSequence.ind
\state machine Download in state
LOADING or INCOMPLETE or COMPLETE
=> .res(-) object constraint conflict
3 UploadSegment.ind
\more follows = true
=> res(+)
4 UploadSegment.ind
\more follows = false
=> .res(+)
5 TerminateUploadSequence.res(+/-)
6 Abort.ind
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45.7 EXAMPLES

45.7.1 EXAMPLE of a Download Sequence

User Client Server

Initiate O +
----> Download ! Index !----->
Sequence oo +

Download +--------- et
Segment ! Segment!0 !----- >
Fommmmme- +omt

Terminate S et
Download <-----1 Index IFR+!
Sequence B — EN—,

R+ : positive acknowledgement
More : Identification that more segments follow
FR+ : Final Result of the Transmission

Figure 51. Example of a Download Sequence
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45.7.2 EXAMPLE of an Upload Sequence

User Client Server
Initiate  +------- +
----> Upload !Index !----->
Sequence +------- +
S — +
P I R+ !
S — +

Upload  +------- +

Segment !Index !----->
B — +
S o
<-----1 Segment  !Morel!
S o

Upload bt

Segment !Index !----->
B — +
S B
<-----1Segment !0 !
S Fomt
Terminate +------- +
Upload !Index !----->
Sequence +------- +
e — +
< I R+ !
e — +

R+ : positive acknowledgement
More : Identification that more segments follow

Figure 52. Example of an Upload Sequence
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4.6 Program Invocation Management

Services on the object Program Invocation:

- OD Services \ Fommm o +
- CreatePrograminvocation =~ >---------- >! Object Description !
- DeletePrograminvocation  / ! Program Invocation !
| |
- Start \ ! !
- Stop \ e + !
- Resume Semmmmeme >l Program ! !
- Reset / I'l Invocation ! !
- Kill / [ et + !
o +

Figure 53. Program Invocation Services

4.6.1 Model Description

The Program Invocation model provides services to link domains to a program, to
start this program, to stop and to delete it. More than one Program Invocation
may be created in a device. A Program Invocation is defined by an entry in the

DP-OD.

4.6.2 The Program Invocation (PI) Object

A Program Invocation is an object, in which domains with code and data are com-
bined to an executable program. Program Invocations may be predefined or may be
created online. When the Object Dictionary (OD) is freshly loaded, all Program

Invocation Objects are deleted.

+ +
I Object Description !
Index !  Program Invocation !
or | !
Name ! +---—ommmmemo + ! e +
—————— >l l-- Index i ------->! Domain !
! I'Program res Fommmmmem e +
! llnvocation ! : ! e +
[ I-- Index n ------- >l Domain !
| e + | oo +
+ +

Figure 54. Overview of the Program Invocation
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46.2.1 Attributes

Object: Program Invocation
Key Attribute: Index

Key Attribute: Pl name
Attribute: Number Of Domains
Attribute: Password

Attribute: Access Groups
Attribute: Access Rights
Attribute: Deletable

Attribute: Reusable

Attribute: Pl State

Attribute: List of Domain Index
Attribute: Index

Attribute: Extension

Index
Logical address of the entry in the OD.

Pl name

Name of the object. The existence and the length is defined in the OD object de-
scription.

Number Of Domains

Number of the domain indices entered in this Program Invocation. The number is
limited by the maximum PDU length of the Create Program Invocation service.

Password
This attribute contains the password for the Access Rights.

Access Groups

This Attribute relates the object to specific Access Groups. The object belongs
to the group when the corresponding bit is set.

Table 27. Access Groups for Program Invocation

S U — +
I Bit ! Meaning !
L R —— +

I'7 1Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
14 1 Access Group 4!
'3 1Access Group 5!
12 1 Access Group 6!
'l !Access Group 7!
10 !Access Group 8!
S S S —— +
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Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.

Table 28. Access Rights for PI

R — + + +
I Bit ! Name ! Meaning !
R — + + +

I 7 'S ! Rightto Start the PI for the registered !

I I 1Password (Start, Resume, Reset) !

! 6 'H !Rightto Stop the PI for the reg|stered !

I I !'Password (Stop)

I 5 1D !Rightto Delete the PI for the reglstered !

I I 1'Password (Kill, Delete Program Invocation) !

I 3 1'Sg ! Rightto Start for Access Groups !

I 2 'Hg ! Rightto Stop for Access Groups !

I 1 'Dg !Rightto Delete for Access Groups !
115 ! Sa ! Rightto Start for all Communication Partners !
114 ' Ha ! Rightto Stop for all Communication Partners !
113 ! Da ! Rightto Delete for all Communication Partners !
B — + + +

Deletable

This attribute indicates if the Program Invocation Object may be deleted using
the Delete Program Invocation service.

true <=> deletable
false <=> not deletable.

Reusable

This attribute indicates if the Program Invocation transits after execution to
the state IDLE or to the state UNRUNNABLE.

true <=> transits to the state IDLE
false <=> transits to the state UNRUNNABLE.

Pl State
This attribute describes the state of the program.

1 <=> UNRUNNABLE
2 <=> |DLE

3 <=> RUNNING

4 <=> STOPPED

5 <=> STARTING

6 <=> STOPPING

7 <=> RESUMING

8 <=> RESETTING

List of Domain Index

This attribute contains the indices of the domains, which are combined to this
Program Invocation. The ordering of the entries of the domain indices in the
Program Invocation corresponds to the ordering in the Create Program Invocation
service. The first domain in the list of the indices shall contain an executable
program.

Extension
This attribute contains profile specific information.
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4.6.2.2 Object Description of the OD on Transmission

+ + + + + + +//

I Index ! Object ! Number of ! Password ! Access ! Access !
! I code !Domains ! I Groups ! Rights !

+ + + + + + +

1130 IPI 1 7 117 | ISHD !

+ + + + + + +//

I+ + + + + +//

! Deletable ! Reusable ! Pl State ! Domain ! Domain !
! ! ! I'Index (1) ! Index (2) !
+ +

+ + + +
I true ! true ! I 34 | 55 |
1+ + + + + +//
//+ + + + +//

! Domain ! Domain ! Domain !Domain !
I'Index (3) ! Index (4) ! Index (5) ! Index (6) !
+ + +

+ +
1 56 ! 66 ! 67 ! 68 !

//+ + + + +//

//+ + + +
IDomain ! Pl Name | Extension !
I'Index (7) ! ! !

I 77 !P. Thiessmeier ! !

//+ + + +

Figure 55. Object Description of Program Invocation in the DP-OD (Example)

Object Code

Tag for the object Program Invocation, is transmitted in addition to the object
attributes for the GetOD service and the PutOD service.

4.6.3 Program Invocation Services

46.3.1 CreateProgramlinvocation

With this service, domains (e.g programs, data regions), that have been defined
in the OD, are combined to a program and are defined online in the DP-OD. This
program is addressed by a logical address or a name. The Deletable attribute of
a Program Invocation, that is created by the Create Program Invocation service,
is set to true. The attribute Number of Domains in the object description is
created automatically by the server.

The first domain of the list of domains shall contain an executable program.

The Program Invocation is only created, if the rights for the use of the domains
exist. Otherwise a Result(-) is responded.

If the same Program Invocation with the same Access Rights already exists, no
new object is created. In this case, the logical address (Index) of the existing
object is given to the client.
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Table 29. Create Program Invocation

+ S SRR —
! Por

I Parameter Name l.req l.res!
! Lind !.con !

+ R
I Argument N \Y I

I Password Y/ I

I Access Groups M1
I Access Rights Y/
I Reusable Y I

I List of Domains Y/
! Domain Index st
I Domain Name st |
I PI Name rut |

I Extension ! |

I I

I Result(+) I 1S

I Index I 1T M

! Pl

I Result(-) I 1S

I Error Type T M

+ B — B — +

Argument

The argument contains the service specific parameters of the service request. If
Access Rights are not supported (Access Protection Supported = false), then the
parameters Password, Access Groups and Access Rights are not significant.

Password
This parameter states to which value the attribute Password shall be set.

Access Groups
This parameter states to which value the attribute Access Groups shall be set.

Access Rights
This parameter states to which value the attribute Access Rights shall be set.

Reusable
This parameter states to which value the attribute reusable shall be set.

List of Domains

This parameter contains the addresses of the domains, which shall be combined in
this Program Invocation to a program. Each address may be either a logical ad-
dress or a name.

Domain index
Index of a domain.

Domain name
Name of a domain.

Pl Name

This parameter states, to which value the attribute name of the Program Invoca-
tion Object shall be set.

Extension
This parameter contains the Extension attribute.

Result(+)
The parameter shall indicate, that the service was completed successfully.
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Index:
The index that is associated with the created Program Invocation.

Result(-):
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type:

This parameter contains information about the reason, why the service was not
completed successfully.

4.6.3.2 DeletePrograminvocation

With the Delete Program Invocation service programs that have been defined in
the DP-OD are deleted. Program Invocation Objects may only be deleted if their
attribute Deletable has the value true.

Table 30. Delete Program Invocation

+ B — B — +
! Poro

I Parameter Name l.req l.res!
! Lind !.con !

+ B — B — +
I Argument M1t 1

I Access Specification Y/
I Index st |

I Pl Name rst |

I R

I Result(+) I 1's!

I R

I Result(-) I 1S

I Error Type M

+ B — B — +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the Logical Address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Result(+)
The Result(+) parameter shall indicate, that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.6.3.3 Start

A program is started with this service. It runs from the beginning. The counters
of the used domains are incremented. Before that all corresponding domains are
checked if they are in the READY or in the IN USE state.

Table 31. Start

+ +oeee +omee +
! Poro

I Parameter Name lreq l.res!
! Lind !.con !

+ +omeee +omeee +
I Argument U Y/ I .

I Access Specification Y I
I Index st |l

I PIName rst |l

I Execution Argument rut !
| | | |

I Result(+) I 1s

| | | |

I Result(-) I 1S

I Error Type I 1T M

I PI State I I M

+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the logical address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Execution Argument

This optional parameter of type octet string contains data that is given to the
Program Invocation for the start.

Result(+)

The Result(+) parameter shall indicate, that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

Pl State
This parameter indicates the state of the Program Invocation.
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4.6.3.4 Stop

A running program is stopped. It is not set to the beginning. The counters of
the used domains are decremented.

Table 32. Stop

+ +omeee +omee +
! Poro

I Parameter Name l.req l.res!
! lind l.con !

+ +omeee +omeee +
I Argument M1t 1

I Access Specification Y I
I Index st |1

I PIName st |l

| | | |

I Result(+) I 1S

| | | |

I Result(-) I IS

I Error Type M

I PI State I I M

+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the logical address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

Pl State
This parameter indicates the state of the Program Invocation.
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4.6.3.5 Resume

A stopped program is set to the state RUNNING. It is not reset. The counters of
the used domains are incremented. Before that all corresponding domains are
checked if they are in the READY or in the IN USE state.

Table 33. Resume

+ +oeee +omeee +

! Poro

I Parameter Name lreq l.res!
! Lind !.con !

+ +oeee +omeee +

I Argument M1t 1

I Access Specification Y I

I Index st |l

I PIName rst |l

I Execution Argument rut !
| | | |

I Result(+) I s

| | | |

I Result(-) I 1S

I Error Type I 1M

I PI State I I M

+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the logical address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Execution Argument

This optional parameter of type octet string contains data that is given to the
Program Invocation for the start.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

Pl State
This parameter indicates the state of the Program Invocation.
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4.6.3.6 Reset
A stopped program having the attribute Reusable = true is set to the beginning.

The Program Invocation transits to the state IDLE. If the attribute Reusable is
equal to false the Program Invocation Object transits to the state UNRUNNABLE.

Table 34. Reset

+ +omeee +omee +
! Poro

I Parameter Name l.req l.res!
! Lind !.con !

+ +omeee +omeee +
I Argument M1t

I Access Specification Y I
I Index rst |1

I PIName rst |l

| | | |

I Result(+) I 1's!

| | | |

I Result(-) I IS

I Error Type M

I PI State I I M

+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the logical address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

Pl State
This parameter indicates the state of the Program Invocation.
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4.6.3.7 Kill

A Program Invocation is set to the state UNRUNNABLE. This is independent of the
current state. If the state of the Program Invocation was RUNNING or STOPPING,
the counters of the used domains are decremented.

Table 35. Kill
+ +oeee +omee +
! Poro
I Parameter Name lreq l.res!
! Lind !.con !
+ +omeee +omeee +
I Argument U Y/ I .
I Access Specification Y I
I Index st |l
I PIName rst |l
| | | |
I Result(+) I 1s
| | | |
I Result(-) I 1S
I Error Type M
+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index

This parameter is the logical address of the Program Invocation in the OD to
which this service is related.

Pl Name
This parameter is the name of the Program Invocation.

Result(+)
The Result(+) parameter shall indicate that the service was completed success-

fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.6.4 State Machine

46.4.1 State Machine Description

NON-EXISTENT

The Program Invocation is after a power-up, if not otherwise defined, or after
deletion, non-existent.

IDLE

A Program Invocation transits to the state IDLE by entering it in the DP-OD. Af-
ter a successful Reset service and after the end of the program the Program In-
vocation transits also to the state IDLE. Program Invocations may be predefined.
These Program Invocations transit after power-up to the state IDLE.

STARTING
Intermediate state for the preparation of the program start.

RUNNING

The program is running in this state. The domains that are defined in this Pro-
gram Invocation are now in the state IN USE.

STOPPING
Intermediate state for the preparation of the stop of the program.

STOPPED
The program is stopped in this state.

RESUMING
Intermediate state for the preparation of the resumption of the program.

RESETTING
Intermediate state in which the program is set to a well defined initial state.

UNRUNNABLE

In this state the program is stopped but it may not be started again. It may
only be deleted.
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+ + 3
e > NON-EXISTENT  I<---ooommem- +
! + + !

! ! NN !
! ! I +--+ + +
! ! ! I UNRUNNABLE !
! 1 13 + +
! \% ! AN 4n
! + + 221 4+
[ >| IDLE lemmmmoeeee >+
1o + + I
ol I Nlqn !
o V517 | +-+ !
o e + 8,22 |
ol I STARTING !----- e >+
ol e + !
ol 16 124 !
ol \% ! !
1 26 + + 25,23 !
N RUNNING e >+
| | | + + |
o I ~11 M4 !
P V9! ! !
I T B + + + 16,22 !
I 1 1 ISTOPPING !l RESUMING !----------- >+
o+ + + + [
P rol Al 12,23
Pl o4t L+ -1 >+
ol V V10 13! V15 !
1 3+ + 22 |
+<am | e I STOPPED oo >+
! + + !
! . 141 !
! 170 120 +--+ !
! AV !
I 18 +----mm- + 19,21,22 |
RIS I RESETTING ! >+
S +

Figure 56. State Diagram

4.6.4.2 State Transitions

Event
\Exit Condition
=> Action Taken

1 CreateProgramlinvocation.ind
\Domains available
AND Access to Domains allowed
=> res(+)

2 CreateProgramlnvocation.ind
\Domains not available
OR Access to Domains not allowed
=> res(-)

3 DeletePrograminvocation.ind
=> res(+)

4 DeletePrograminvocation.ind
=> .res(-)

5 Start.ind

O Copyright by PNO 1997 - all rights reserved



PROFIBUS-Specification-Normative-Parts-5:1997

Event

\Exit Condition
=> Action Taken

6 Start successfully executed

\Domains in State READY or IN-USE

=> Counter increment
Start.res(+)

7 Start failed, non-destructive
(e.g. Domains not in State READY or IN-USE)

=> Start.res(-)

8 Start failed, destructive

=> Start.res(-)

9 Stop.ind

10

11

12

13
14

15

16

17
18

19

20

21

22

23

24

25

26

Stop successfully executed
=> Counter decrement
Stop.res(+)
Stop failed, non-destructive
=> Stop.res(-)
Stop failed, destructive
=> Counter decrement
Stop.res(-)
Resume.ind
Resume successfully executed

\Domains in State READY or IN-USE

=> Counter increment
Resume.res(+)
Resume failed, non-destructive

(e.g. Domains not in State READY or IN-USE)

=> Resume.res(-)
Resume failed, destructive

=> Resume.res(-)
Reset.ind

Reset successfully executed, Reusable = true

=> Reset.res(+)

Reset successfully executed, Reusable = false

=> Reset.res(+)
Reset failed, non-destructive
=> Reset.res(-)
Reset failed, destructive
=> Reset.res(-)
Kill.ind
=> .res(+)
Kill.ind
=> Counter decrement
.res(+)
End of Program, Reusable = true
=> Counter decrement
End of Program, Reusable = false
=> Counter decrement
Program stop
=> Counter decrement

Counter increment, Counter decrement: see StateMachineDomain Download.
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4.7 Variable Access

4.7.1 Model Description

The Variable Access Model provides services to read and to write variables and
to define and to delete dynamically new Variable List Objects.

The following services and objects are defined:

Table 36. Variable Access Services and Objects

+ + + +
I Service I Confirmed/ ! Objects !

! I Unconfirmed ! !
! ! ! !

+ + + +

! Read I Confirmed ! Simple Variable, !
+ + ! Array, !

I Write I Confirmed ! Record, !

! ! I Variable List !

I ReadWithType I Confirmed ! !
+ + | !

I WriteWithType ! Confirmed ! !

+ + | !

I InformationReport ! Unconfirmed ! !
+ + | !

I InformationReport- ! Unconfirmed ! !
I WithType ! ! !

+ + + +

! PhysRead I Confirmed ! Physical Access !
+ + ! Object !

I PhysWrite I Confirmed ! !

I DefineVariableList ! Confirmed ! Object Description !
! ! ! Variable List, !

+ + ! !

I DeleteVariableList ! Confirmed ! Variable List !

! ! ! !

I I | Data Type !

I I ! Date Type Structure !
! ! ! Description !

+ 4
T T

4

4
T

4.7.2 Variable Access Objects

Objects entered in the S-OD are not deletable.

4.7.2.1 The Physical Access Object
The Physical Access Object describes the access to an actual octet string.
Such an octet string may neither be defined nor be deleted.

No explicit object description of the Physical Access Object is stored. The ad-
dress and semantics are known to the user.

The access rights are controlled through the Service Context Agreement, i.e. the
Context Agreement specifies if the physical access is allowed on this Communica-
tion Relationship.
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Services onto the Physical Access Object:

- PhysRead \ e +
- PhysWrite >! Physical !
/ I Access !
I Object !
S +

Figure 57. Physical Access Object Services

Attributes

Object: Physical Access Object
Key Attribute: Local Address
Attribute: Length

Local Address

This object is accessed knowing its physical address and its structure, by-
passing the Object Dictionary of the related device. The data type octet string
is used implicitly.

Length

Statement of the length in octets for this object during read and write opera-
tions.
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4.7.2.2 The Simple Variable Object

The Simple Variable Object represents a single, simple variable which is charac-
terized by a defined Data Type. The Object Description of the Variable Access
Object Simple Variable is stored statically in the Object Dictionary (S-OD). The
mapping of a PROFIBUS Simple Variable to a real Simple Variable, which exists in
the application system, is defined by the object description of the Simple Vari-

able Object. Only one single Data Type of the set of configured Data Types is
allowed in the Object Description of the Simple Variable Object.

+ +
I Object Description !
Index !  Simple Variable !
or ! !
Name ! +---moemmmv + ! e +
—————— >l---->| Simple I-- Index i -------->! Data Type !
! !'Variable ! ! e +
| e ] + |
! ! !
! ! real ! e +
! +- Object address ---------- >l real !
! ! I Simple !
! ! ! Variable !
+ + S —— +

.................... +

- OD Services >! Object Description !
I Simple Variable !
- Read \ ! !
- Write : Do +
- ReadWithType D >l Simple ! !
- WriteWithType : 'l Variable ! !
- InformationReport : R e + 1
- InformationReportWithType / + +
Figure 59. Simple Variable Servioces

Attributes

Object: Simple Variable

Key Attribute: Index

Key Attribute: Variable Name
Attribute: Data Type Index
Attribute: Length

Attribute: Password
Attribute: Access Groups
Attribute: Access Rights
Attribute: Local Address
Attribute: Extension

Index
Logical Address of the object.

Variable Name

The name of the object. Its existence and its length is defined in the OD Object
Description.
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Data Type Index

Logical address of the corresponding Data Type in the Static Type Dictionary
(ST-OD).

Length

Length in octets of the data.

Password
This attribute contains the password for the Access Rights.

Access Groups

This attribute relates the object to specific Access Groups. The object is a
group member when the corresponding bit is set.

Table 37. Access Groups for Simple Variable

S R +
I Bit ! Meaning !
E S +

1'7 1Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
14 1 Access Group 4!
'3 !Access Group 5!
12 1Access Group 6!
'l !Access Group 7!
10 !Access Group 8!
S — S R — +

Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.

Table 38. Access Rights for Simple Variable

B — + + +

I Bit ! Name ! Meaning !

----- + + +

I R ! Right to Read for the registered Password !
I W I Right to Write for the registered Password !
|
|

! Rg ! Right to Read for Access Groups !

Wg ! Right to Write for Access Groups !
5 ! Ra ! Right to Read for all Communication Partners !
4 ! Wa ! Right to Write for all Communication Partners !
- + +

Local Address:

The Local Address is a system specific address of the real object. It serves the
internal addressing of the object. If no mapping of this kind is performed, this
attribute shall have the value FFFFFFFF hex.

Extension:
This attribute contains profile specific information.
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Object Description of the OD on Transmission

+ + + + + + +//

I'Index ! Object ! Data Type ! Length ! Password ! Access !
! Icode !Index ! ! I Groups !

+ + + + + + +

120t var I 3 1 2 117 | !

+ + + + + + +//

11+ + + + +

1 Access ! Local !Variable ! Extension!
! Rights ! Address ! Name ! !

+ + + + +
RaWa ! A3E5 hex ! D. Krumsiek ! !
11+ + + + +

Figure 60. Object Description of Simple Variable in the S-OD (Example)

Object Code

Tag for the Simple Variable Object, which is transmitted in addition to the ob-
ject attributes in the GetOD service and the PutOD service.

4.7.2.3 The Array Object

The Array Object consists of a collection of Simple Variables of the same Data
Type.

The Object Description of the Variable Access Object Array is stored statically

in the Object Dictionary (S-OD). The mapping of a PROFIBUS Array to a real Ar-
ray, which exists in the application system, is described by the object descrip-

tion of this object. The object description states the relation of the object to

the Data Type. Only one single Data Type of the set of configured Data Types is
allowed for all Array Elements.

The Array Object may be accessed completely or element by element. If the Object
shall be accessed completely the index shall be used for the service. If an ele-
ment of the object shall be accessed then the subindex shall be used together
with the index for the service. Subindex 1 accesses the first element of the ob-

ject.

+ +
Index ! Object Description Array !
or ! !
Name ! +----mmommmv + ! o +
—————— >l---->1 Array I-- Index i -------->! Data Type !
[ ! ! e +
| +------ e + !
! ! real ! B e +
! +- Object address ---------- >! real Array !
+ + + +

Figure 61. Overview of Array
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Services on the Object Array:

S — +
- OD Services >! Object Description !
I Array !
- Read \ ! !
- Write : e + !
- ReadWithType p R >l Array ! !
- WriteWithType : I Il
- InformationReport : e + !
- InformationReportWithType / + +
Figure 62. Array Services
Attributes

Object: Array

Key Attribute: Index

Key Attribute: Variable Name
Attribute: Data Type Index
Attribute: Length

Attribute: Number Of Elements
Attribute: Password
Attribute: Access Groups
Attribute: Access Rights
Attribute: Local Address
Attribute: Extension

Index
Logical address of the object.

Variable Name

The name of the object. Its existence and its length is defined in the OD Object
Description.

Data Type Index
Logical address of the corresponding Data Type in the Static Type Dictionary.

Length
Length in octets of one Array Element.

Number Of Elements
States how many elements are contained in the Array.

Password
This attribute contains the password for the Access Rights.

Access Groups

This attribute relates the object to the specific Access Groups. The object is a
group member when the corresponding bit is set.

Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.
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Table 39. Access Groups for Array

R —— +
I Bit ! Meaning !
S R — +

1'7 1Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
I'4 1 Access Group 4!
'3 !Access Group 5!
12 1 Access Group 6!
I'1 ! Access Group 7!
'0 !Access Group 8!
B S —— +

Table 40. Access Rights for Arrays

B — + + +

I Bit ! Name ! Meaning !

----- + + +

I R !'Right to Read for the registered Password !

I W I Right to Write for the registered Password !

! Rg ! Right to Read for Access Groups !

I Wg ! Right to Write for Access Groups !

51 Ra ! Right to Read for all Communication Partners !
4 ! Wa ! Right to Write for all Communication Partners !

+ + +

Local Address

The Local Address is a system specific address of the real object. It serves the
internal addressing of the object. If no mapping of this kind is performed this
attribute shall have the value FFFFFFFF hex.

Extension
This attribute contains profile specific information.

Object Description of the OD on Transmission

[ — [ — B B — B — B +//

I'Index ! Object ! Data Type ! Length | Number Of ! Password !
! Icode !Index ! I Elements ! !

[ — [ — B B — B — B +

1 121 'Array ! 5 1 1 6 1 34 |

[ — [ — B B — B — B +//

11+ + + + + +

I Access ! Access ! Local ! Variable ! Extension !
! Groups ! Rights ! Address ! Name ! !

+ + + + + +
! ' RW1!1234 hex ! M. Braun ! !
1+ + + + + +

Figure 63. Object Description of Array in the S-OD (Example)

Object Code

Tag for the Array Object, which is transmitted in addition to the object attrib-
utes in the GetOD service and the PutOD service.
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4724 The Record Object

The Record Object consists of a collection of Simple Variables of different Data
Types.

The Object Description of the Variable Access Object Record is stored dynami-
cally in the Object Description (S-OD).

The mapping of a PROFIBUS Record to a real Record, which exists in the applica-
tion system, is described by the object description of this object. The object
description states the relation of the object to a configured Data Type Struc-

ture Description.

The Record Object may be accessed completely or element-wise. If the Object
shall be accessed completely the index shall be used for the service. If an ele-

ment of the object shall be accessed then the subindex shall be used together
with the index for the service. Subindex 1 accesses the first element of the ob-

ject.
I Object Description !
Index !  Record !
or ! !
Name ! +-----ooommme + ! Fommmem s +
------ >1---->| Record I-- Index i -------->! Data Type !
[ ! ! I Structure !
L oo + ! I Description !
! ! ! e +
! ! real ! Fommmem oo +
! +- Object address j -------- >! real !
! ! ! ! Record !
! ! ! | Element !
! ! ! L +
! ! real ! Fommmem o +
! +- Object address n -------- >l real !
! ! ! Record !
! ! | Element !
+ + + +

Figure 64. Overview of Record

Services on the Object Record:

| SRR—— +

- OD Services >! Object Description !
! Record !

- Read \ ! !

- Write : et + |

- ReadWithType p RS >l Record ! !

- WriteWithType : I (.

- InformationReport : et + !

- InformationReportWithType / o +

Figure 65. Record Services

O Copyright by PNO 1997 - all rights reserved



Page 266
PROFIBUS-Specification-Normative-Parts-5:1997

Attributes

Object: Record
Key Attribute: Index
Key Attribute: Variable Name
Attribute: Data Type Index
Attribute: Password
Attribute: Access Groups
Attribute: Access Rights
Attribute: Extension
Attribute: List of Local Address
Attribute: Local Address

Index
Logical Address of the object.

Variable Name

The name of the object. Its existence and its length is defined in the OD Object
Description.

Data Type Index

Logical Address of the related Data Type Structure Description in the Static
Type Dictionary (ST-OD).

Password
This attribute contains the password for the Access Rights.

Access Groups

This attribute relates the object to specific Access Groups. The object is a
group member when the corresponding bit is set.

Table 41. Access Groups for Record

L +
I Bit ! Meanmg !

17 1 Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
I'4 1 Access Group 4!
'3 1Access Group 5!
12 1Access Group 6!
'l ! Access Group 7!
10 !Access Group 8!
S S R —— +

Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.

Table 42. Access Rights for Record

B — + + +

I Bit | Name ! Meaning !

----- + + +

R ! Right to Read for the registered Password !
W ! Right to Write for the registered Password !
Rg ! Right to Read for Access Groups !

! Wg ! Right to Write for Access Groups !

15 ' Ra ! Right to Read for all Communication Partners !
14 ! Wa ! Right to Write for all Communication Partners !
S + +
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Extension
This attribute contains profile specific information.

List of Local Address

This attribute contains the internal addresses of the Record Elements. These ad-
dresses are system specific addresses of the real objects. They serve the inter-
nal addressing of the objects. If the real objects are stored sequentially with-

out gaps, then only the Local Address (1) is given as start address. If no map-
ping of this kind is performed, this attribute shall be set to the value
FFFFFFFF hex.

Object Description of the OD on Transmission

+ + + + + + +//
I Index ! Object ! Data Type ! Password ! Access ! Access !
! Icode !Index ! I Groups ! Rights !
+ + + + + + +
I 111 'Record ! 37 ! 34 ! I R !
+ + + + + + +//
11+ + + + +//

! Variable ! Extension ! Local I Local !

! Name ! ! Address (1) ! Address (2) !

+ + + + +

! R. Breithaupt ! I 43A7 hex ! 62AB hex !
11+ + + + +//
11+ + + +

! Local ! Local I Local !

! Address (3) ! Address (4) ! Address (5) !
+ + + +

1 3942 hex ! 2324 hex ! AC56 hex !
I+ + + +

Figure 66. Object Description of Record in the S-OD (Example)

Object Code

Tag for the Record Object, which is transmitted in addition to the object at-
tributes in the GetOD service and the PutOD service.

4.7.2.5 The Variable List Object
The Variable List Object consists of a collection of Variable Access Objects.

The Object Description of the Variable Access Object Variable List is stored dy-
namically in the Object Dictionary (DV-OD). This Object Description contains an
index list of Array, Record and Simple Variable Objects from the S-OD.

A Variable List may be created and deleted with the DefineVariableList and De-
leteVariableList services.

The Access Rights shall be declared for the DefineVariableList service. The Ac-
cess Rights to the single objects are checked on creation (DefineVariableList)
of a Variable List. The Variable List Object is only created if the requested
Access Rights do not exceed the Access Rights to the single objects.

If the same Variable List exists with the requested Access Rights, no new object
is created but the Logical Address of the existing object is given to the cli-
ent. In the other case the Variable List is created with the requested Access
Rights.

Only the authorized client with the proper Access Rights may delete a Variable
List Object (DeleteVariableList).
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If the Object Dictionary is freshly loaded all Variable List Objects are de-

leted.
+ +
I Object Description !
Index ! Variable-List !
or ! !
Name ! +-—--mmv + ! Fommmm e +
—————— >l---->! Variable !-- Index i -------->! Simple !
I IList ! ! | Variable !
[ ! ] N — +
(I [ oo +
(. I-- Index j -------- >! Array !
(I [ ! !
[ ! ] N — +
(I [ oo +
(I I-- Index m -------- >! Record !
I S — ! ] ]
+ + B —— +

Figure 67. Overview of Variable List

Services on the Object Variable List:

- OD Services \

- DefineVariableList S

- DeleteVariableList /

- Read \ !
- Write :

- ReadWithType ' pO—

- WriteWithType :
- InformationReport :
- InformationReportWithType

>! Object Description !
! Variable List !

__________ + |
--->! Variable ! !

List P!

Figure 68. Variable List Services

Attributes

Object: Variable List
Key Attribute: Index

Key Attribute: Variable List Name

Number Of Elements

Password

Access Groups

Access Rights

Attribute: Deletable

Attribute: List of Element Index
Attribute: Index

Attribute: Extension

Attribute:
Attribute:
Attribute:
Attribute:

Index
Logical Address of the object.

Variable List Name

The name of the object. Its existence and its length is defined in the OD Object

Description.
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Number Of Elements

This parameter states the number of Variable Access Objects of which the Vari-
able List consists.

Password
This parameter contains the password for the Access Rights.

Access Groups

This attribute relates the object to specific Access Groups. The object is a
group member when the corresponding bit is set.

Table 43. Access Groups for Variable List

S R +
I Bit ! Meaning !
S R +

I'7 1 Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
14 1 Access Group 4!
'3 !1Access Group 5!
12 1Access Group 6!
'l !Access Group 7!
10 !Access Group 8!
S — S — +

Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.

Table 44. Access Rights for Variable List

115 ! Ra ! Right to Read for all Communication Partners !
114 ! Wa ! Right to Write for all Communication Partners !

13 ! Da ! Right to Delete for all Communication Partners !
ot + +

B — + + +

I Bit | Name ! Meaning !

B — + + +

I 7 1 R !Rightto Read for the registered Password !
I 6 ! W ! Right to Write for the registered Password !
I 51 D !Rightto Delete for the registered Password !
I 3 ! Rg !Rightto Read for Access Groups !

I 2 1 Wg ! Right to Write for Access Groups !

I 1 ! Dg !Rightto Delete for Access Groups !

|

|

|

Deletable

This attribute indicates if the Variable List Object may be deleted (true) or
not (false) using the DeleteVariableList service.

List of Element Index

This attribute contains the indices of the Variable Access Objects which are
combined to this Variable List.

Extension
This attribute contains profile specific information.
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Object Description of the OD on Transmission

+ + + + + +//

I'Index ! Object ! Number Of ! Password ! Access !

! Icode !Elements ! I Groups !

+ + + + + +

I 220 !'Var-List! 8 I 34 ! !

+ + + + + +//

11+ + + + + +//
! Access ! Deletable ! Element ! Element ! Element !
! Rights ! I'Index (1) ! Index (2) ! Index (3) !
+ + + + + +
'RWD ! true ! 142 ! 127 | 158 !

11+ + + + + +//

1+ + + + + +//

I Element !Element ! Element ! Element !Element !
' Index (4) ! Index (5) ! Index (6) ! Index (7) ! Index (8) !
+

+ + + + +
1 172 ! 108 ! 196 ! 134 ! 188 !
11+ + + + + +//

11+ + +
! Variable ! Extension !
! List Name ! !
+ + +
1Z.Szabo ! !

I+ + +

Figure 69. Object Description of Variable List in the DV-OD (Example)

Object Code

Tag for the Variable List Object, which is transmitted in addition to the object
attributes for the GetOD service and the PutOD service.

4.7.2.6 The Data Type Object

A Data Type characterises a set of values and a set of operations that may be
applied to these values. The Data Type defines the syntax, the range of the
variables and their presentation inside the communication system. The Data Type
of an object is indicated by a corresponding attribute in the Object Descrip-
tion. Type definitions may not be made remotely for reasons of efficiency. They
have a fixed configuration in the Static Type Dictionary (ST-OD).

The PROFIBUS Specification defines free configurable Data Types and Standard

Data Types. They are stored beginning with Index 1 in the Static Type Dictionary

(ST-OD). Standard Data Types which are not used are marked as not configured in

the ST-OD (see also data type object presentation in the OD).

Services on the Data Type Object:
- hone
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Attributes

Object: Data Type

Key Attribute: Index
Attribute: Description
Attribute: Symbol Length
Attribute: Symbol

Index
Logical Address of the object. (The semantic of the indices is fixed).

Description

This attribute contains a textual description of the Data Type. It consists of
the Symbol Length and the Symbol.

Symbol Length

This attribute contains the length of the symbol. The value 0 means that no sym-
bol is used.

Symbol

This attribute contains a visible string of 0 to 32 octets as a symbolic de-
scription.

Structure of the OD on Transmission

The entry for a Data Type in the ST-OD has the structure below.

+ + + +
I'Index ! Object ! Description !

! I code ! Symbol Length ! Symbol !
+ + + + +

I 01 ! Data Type! 7 ! Boolean !

+ + + + +

Figure 70. Object Description of Data Type in the ST-OD

Object Code

Tag for the Data Type Object, which is transmitted in addition to the object at-
tributes for the GetOD and the PutOD service.

Null Object <=> not configured.

EXAMPLE:
+ + + +
I'Index ! Object ! Description!
! I code ! !
+ + + +//
I 01 !Data Type !Boolean ! Boolean
+ + + +//
102 ! Null Object! I Integer8, not configured
+ + + +//
1 03 ! Data Type !lIntegerl6 ! Integerl6
+ + + +//
+ + + +//
I 76 ! Data Type !xy special! Application specific
+ + + +//

Figure 71. Object Description of Data Types in the ST-OD (Example)
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4.7.2.7 The Data Type Structure Description Object

The Data Type Structure Description Object characterizes the size and the struc-
ture of records (see also Record Object).

The Object Description of the Data Type Structure Description Object has a fixed
configuration in the Static Type Dictionary. It contains a list of elements,
consisting of Data Type and Length of the corresponding record element. As Data
Types for the single elements only Data Types in the set of configured Data
Types of the Static Type Dictionary are allowed.

Services on the Data Type Structure Description Object:

- none
+ + + +
! Index i ------- >! Data Type !
Index ! Data Type S +
------ >! Structure o
! Description oo O — +
! Index n ------- >! Data Type !
+ + + +
Figure 72. Overview of Data Type Structure Description
Attributes

Object: Data Type Structure Description
Key Attribute: Index
Attribute: Number Of Elements
Attribute: List of Element
Attribute: Data Type Index
Attribute: Length

Index
Logical Address of the object.

Number Of Elements
Number of elements of the structured Data Type.

List of Element

This attribute contains a list of elements, consisting of Data Type and Length
of the corresponding record element.

Data Type Index
Logical Address of the Data Type of element n.

Length
Length of the element n in octets.
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+ + + + + +//
I'Index ! Object ! Number Of ! Data Type !Length (1)!
! Icode !Elements !Index (1) ! !
+ + + + + +
13 IDs ! 5 7 I 4
+ + + + + +//
11+ + + + +//
| Data Type !Length (2)! Data Type !Length (3)!
I'Index (2) ! IIndex (3) ! !
+ + + + +
19 I 12 ! 8 4
11+ + + + +//
I+ + + + +//
| Data Type !Length (4)! Data Type !Length (5)!
I'Index (4) ! I'Index (5) ! !
+ + + + +
19 1 8 1 8 4
11+ + + + +//

Figure 73. Object Description of Data Type Structure Description in the ST-OD

Object Code

(Example)

Tag for the Data Type Structure Description which is transmitted in addition to
the object attributes for the GetOD and the PutOD service.

4.7.3 Variable Access Services

4.7.3.1 Read

The values of Simple Variable Objects, Arr
partner may be read by using this service. S
may be accessed with the subindex.

+
T

ays and Records of the communication
ingle elements of Arrays and Records

Table 45. Read

S— S — +

I Parameter Name

l.req l.res!

! lind !.con !

+

I Argument

I Access Specification

I Index

I Variable Name

I Variable List Nam
I Subindex
|

|

|

|

Result(+)
Data

| Result(-)

I Error Type

+

s

e L
rut !
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Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object.

Variable Name
This parameter is the name of the object.

Variable List Name
This parameter is the name of the Variable List Object.

Subindex
This parameter contains the logical sub-address of the object.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Data

The data that has been read. The data of the object shall be mapped onto the pa-
rameter data according to the description of the Data Types in the coding chap-
ter.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not

completed successfully.
4.7.3.2 Write
Values are written in the objects Simple Variable, Array, Record and Variable

List with this service. Single elements of Arrays and Records may be accessed
with the subindex.

Table 46. Write

+ B — R — +
! Porol

I Parameter Name Lreq l.res!
! Lind l.con !

+ R — R — +
I Argument M1t 1

I Access Specification M1
I Index st |1

I Variable Name 1St 1
I Variable List Name st 1
I Subindex rut i

I Data M1

! Foro

I Result(+) I 1s

| | | |

I Result(-) I 1S

I Error Type M

+ B — B — +
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Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object.

Variable Name
This parameter is the name of the Variable Object.

Variable List Name
This parameter is the name of the Variable List Object.

Subindex
This parameter contains the logical sub-address of the object.

Data

The data that shall be written. The data of the object shall be mapped onto the
parameter data according to the description of the Data Types in the coding
chapter.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

4.7.3.3 PhysRead

The value of a Physical Access Object of the communication partner is read using
this service.

Table 47. PhysRead

+ +oeee +omeee +
! Pl

I Parameter Name lreq l.res!
! Lind l.con !

+ +oeee +omeee +
I Argument U Y/ I .

I Local Address L \Y I
I Length M1 !

| | | |

I Result(+) I 1S

I Data I M

! Poro

I Result(-) I 1S

I Error Type T M
+ +omeee +omee +
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Argument
The argument contains the service specific parameters of the service request.

Local Address
Physical Address of the object.

Length
Number of octets to be read.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Data
The data that has been read.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

4.7.3.4 PhysWrite

A new value is assigned to a Physical Access Object using this service.

Table 48. PhysWrite

+ B — B . +
! Porol

I Parameter Name l.req l.res!
! Lind !.con !

+ B — B —— +
I Argument 7/

I Local Address L \Y I
I Data M1

! Porol

I Result(+) I 1 s

! Foro

I Result(-) I 1S

I Error Type M
+ +----- +----- +

Argument
The argument contains the service specific parameters of the service request.

Local Address
Physical Address of the object.

Data
The data to be written.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.
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Error Type
This parameter contains information about the reason why the service was not
completed successfully.

4.7.3.5
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4.7.3.6 DefineVariableList

A Variable List Object is created at the communication partner using this serv-
ice. The Number Of Elements attribute is calculated automatically by the server
for the DefineVariableList service. The client user shall ensure that the data
of the Variable List Service may be transmitted in one single PDU. The Deletable
attribute of a Variable List which is created by the DefineVariableList service

is set to the value true.

Table 50. DefineVariableList

+ B — B — +
! N

I Parameter Name l.req l.res!
! lind !.con !

+  — S — +
I Argument M1t 1

I Password Y I

I Access Groups M
I Access Rights Y I
I List Of Variables M1
I Variable Index st |

I Variable Name 1st |
! Variable List Name rut !
! Extension rut !

| | | |

I Result(+) I 1S

' Index M

! N

I Result(-) I 1S

I Error Type 1T M
+ B — B — +

Argument

The argument contains the service specific parameters of the service request. If
Access Rights are not supported (Access Protection Supported = false), then the
parameters Password, Access Groups and Access Rights are insignificant.

Password
This parameter states to which value the attribute Password shall be set.

Access Groups
This parameter states to which value the attribute Access Groups shall be set.

Access Rights
This parameter states to which value the attribute Access Rights shall be set.

List of Variables

This parameter contains the addresses of the variables which are combined in
this Variable List. Each address may be a logical address or a name.

Variable Index
Index of a Variable.

Variable Name
Name of a Variable.

Variable List Name

This parameter states to which value the Name attribute of the Variable List Ob-
ject shall be set.

Extension

This parameter states to which value the Extension attribute of the Variable
List Object shall be set.
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Result(+)
The Result(+) parameter shall indicate that the service was completed success-
fully.

Index
Logical Address of the object.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type
This parameter contains information about the reason why the service was not

completed successfully.

4.7.3.7 DeleteVariableList

A Variable List Object is deleted at the communication partner with this service
if there is an Access Right for this Object. Only Variable List objects having
the value true for the Deletable attribute may be deleted.

Table 51. DeleteVariableList

+ B — B — +
! Poro

I Parameter Name l.req l.res!
! Lind !.con!

+ B — B — +
I Argument Y/ .

I Access Specification Y/
I Index st |

I Variable List Name Ist |1
I I

I Result(+) I s

I I

I Result(-) I 1S

I Error Type M

+ B — B — +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object.

Variable List Name
This parameter is the name of the Variable List Object.

Result(+)
The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.
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Error Type
This parameter contains information about the reason why the service was not

completed successfully.
4.7.3.8 ReadWithType

The value and the Data Type Description of Simple Variable Objects, Arrays and
Records of the communication partner may be read using this service. Single ele-
ments of Arrays and Records may be accessed with the subindex.

Table 52. ReadWithType

+ S R
! Poro

I Parameter Name l.req l.res!
! Lind l.con !

+ B — B — +

I Argument 7/

I Access Specification L \Y I
I Index st |

I Variable Name 1'st |

I Variable List Name st

I Subindex rut !

I I

I Result(+) I 1S

I Type Description I T M

I Data I M

! Porol

I Result(-) I 1S

I Error Type T M

+ B — B — +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object.

Variable Name
This parameter is the name of the Variable Object.

Variable List Name
This parameter is the name of the Variable List Object.

Subindex
This parameter contains the logical sub-address of the object.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Data

The data being read. The data of the object shall be mapped onto the parameter
data according to the description of the Data Types in the coding chapter.

Typedescription

This parameter contains the Data Type Description (see Parameter Type Descrip-
tion).
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Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

4.7.3.9 WriteWithType

Values are written in the objects Simple Variable, Array, Record and Variable
List with this service. A Data Type Description is added to the data that is to

be written. Single elements of Arrays and Records may be accessed with the
subindex.

Table 53. WriteWithType

+ B — B — +
! Poro

I Parameter Name l.reql.res!
! lind !.con!

+ B — B — +
I Argument "/

I Access Specification M1t !
I Index st |

I Variable Name 1'st |
I Variable List Name st 1
I Subindex rut !

I Type Description Y I
I Data M1

! Porol

I Result(+) I 1s

I I

I Result(-) I 1S

I Error-Type I T M

+ B — B — +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object.

Variable Name
This parameter is the name of the Variable Object.

Variable List Name
This parameter is the name of the Variable List Object.

Subindex
This parameter contains the logical sub-address of the object.

Typedescription
This parameter contains the Data Type Description.

Data

The data that is to be written. The data of the object shall be mapped onto the
parameter data according to the description of the Data Types in the coding
chapter.
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Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.

4.7.3.10 InformationReportWithType

Values and the Data Type Description of the objects Simple Variable, Array, Rec-
ord and Variable List are transmitted using the InformationReport service. The
execution of this service is not confirmed by the communication partner. Single

elements of Arrays and Records may be accessed with the subindex.

This Service may be mapped in LLI to Layer 2 broadcast or multicast. Thus it is
possible to transmit values to all or to some stations in the network.

Table 54. InformationReportWithType

+ S
! Pl

I Parameter Name l.req!
! Lind !

+ ot

I Argument I'M !

I Priority I'M!

I Access Specification I'M !
I Index 1S

I Variable Name 1S

I Variable List Name 1S
I Subindex U !

I Type Description I'M!

I Data I'M !

+ S

Argument

The argument contains the service specific parameters of the service request.
Priority

This parameter indicates the priority for this service. It may have the values

true: high priority
false: low priority

Access Specification
This parameter states if the index or the name is used for addressing.

Index
Logical Address of the object in the Source OD.

Variable Name
This parameter is the name of the Variable Object.

Variable List Name
This parameter is the name of the Variable List Object.
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Subindex
This parameter contains the logical sub-address of the object.

Typedescription
This parameter contains the Data Type Description.

Data

This parameter contains the data. The data of the object shall be mapped onto
the parameter data according to the description of the Data Types in the coding
chapter.

4.8 Event Management

4.8.1 Model Description

The Event serves for sending an important message from one device to another (or
in broadcast mode to all other devices). The detection of the conditions that
cause an event is responsibility of the user. The application program invokes
the EventNotification service when the conditions are met. The monitoring and
checking of the (optional) acknowledgement is the responsibility of the user.

I Object Description I +--->I Simple !
Index !  Event I I !'Variable !
or ! lor - +
Name ! +------omommme + Pl e +
------ >l---->1 Event I-- Index i ----+--->! Array !
Pl ! or +-------ommme- +
[ + [ et +
+ + +--->! Record !
(0] G e —— +
I S — +
+--->! Data Type !
(0] G e — +
I S — +
+--->! Data Type !
I Structure !
I I Description !
I - +
[ +
+--->1 !
I Null Object !
[ S

Figure 74. Overview of Event

Services on the Object Event:

- OD Services >! Object Description !
I Event !

- AlterEventConditionMonitoring \ Do + !

- EventNotification >ooemeee > Event ! !

- EventNotificationWithType / oo + !

- AcknowledgeEventNotification / B +

Figure 75. Event Services

An user sends an event notification with the EventNotification service. The user
transmits with the EventNotification service a counter value (Event Number) and
optionally data (Event Data), e.g. measurement value, status, units.
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The management (incrementation) of the counter value is the responsibility of
the user. The Event Notification may represent a collective alarm, where the
data may contain information about which channel has triggered the collective
alarm. Also in this case the logical operations for the triggering conditions

and for the data are part of the application program. The receiver of the Event
Notification may acknowledge the EventNotification by using the Acknowl-
edgeEventNotification service.

The counter value is transmitted with the AcknowledgeEventNotification service.
The counter value serves to reliably correlate the EventNoatification and the Ac-
knowledgeEventNotification. The monitoring and the checking of the acknowledge-
ment is the responsibility of the user.

The receiver of the EventNotification may lock or unlock the EventNotification
using the AlterEventConditionMonitoring service.

4.8.2 The Event Object

48.2.1 Attributes
Object: Event

Key Attribute: Index

Key Attribute: Event Name
Attribute: Index Event Data
Attribute: Length
Attribute: Password
Attribute: Access Groups
Attribute: Access Rights
Attribute: Enabled
Attribute: Extension

Index
Logical Address of the Event Object.

Event Name

The name of the Object. Its existence and its length is defined in the OD Object
Description.

Index Event Data

Index for Event Data. This entry defines the index for reading of the Event
Data, or it defines under which index the Object Description of the Data Type or
the Object Description of the Data Type Structure Description of the Event Data
may be read. In the case that no data exist for this event object the Index
Event Data shall contain the index of a Null object.

Length

If the Index Event Data points to a Data Type then this attribute contains the
length in octets of the Event Data. This attribute is not significant otherwise.

Password
This attribute contains the Password for the Access Rights.

Access Groups

This attribute relates the object to specific Access Groups. The object is a
group member when the corresponding bit is set.
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Table 55. Access Groups for Event

R —— +
I Bit ! Meaning !
S R — +

1'7 1Access Group 1!
16 !Access Group 2!
I'5 1 Access Group 3!
I'4 1 Access Group 4!
'3 ! Access Group 5!
12 1 Access Group 6!
I'1 ! Access Group 7!
'0 !Access Group 8!
B S —— +

Access Rights

This attribute contains information about the Access Rights. The specific Access
Right exists when the corresponding bit is set.

Table 56. Access Rights for Events

B — + + +
I Bit ! Name ! Meaning !
B — + + +

I 6 I W ! Rightto Acknowledge for the registered Password !
I 51 D !Rightto Enable/Disable for the registered !

I 1 I'Password !

I 2 I Wg ! Right to Acknowledge for Access Groups !

I 1 ! Dg !Right to Enable/Disable for Access Groups !
114 ' Wa ! Right to Acknowledge for all Communication !
I

. I Partners !

113 ! Da ! Right to Enable/Disable for all Communication !
Pl I Partners !

B — + + +

Status of the Event Object according to the state machine.

Enabled = true <=> UNLOCKED
Enabled = false <=> LOCKED

This attribute contains profile specific information.

Object Description of the OD on Transmission

[ — [ — B S — [ B S +//
I'Index ! Object ! Index !Length ! Password ! Access !
! I code !EventData! ! I Groups !
+ + + + + + +
1130 'Event! 39 I 2 I 17 | !
+ + + + + + +//
1+ + + + +

I Access ! Enabled! Event [ Extension!

I Rights ! I Name ! !

+ + + + +

! WD! I'V. Buding ! !
[+ + + + +

Figure 76. Object Description of Event in the S-OD (Example)
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Object Code

Tag for the Event Object which is transmitted in addition to the object attrib-
utes for the GetOD and the PutOD service.

4.8.3 Event Management Services

4.8.3.1 EventNotification

The EventNotification service allows the transmission of an Event Notification.
This service is an unconfirmed service.

Table 57. EventNotification

+ et

! Pl

I Parameter Name l.req!
! Lind !

+ ot

I Argument I'M !

I Priority I'M!

I Access Specification I'M!
I Index I'S!

I Event Name 1S

I Event Number I'M!
I Event Data 10!

+ B — +

Argument
The argument contains the service specific parameters of the service request.

Priority
This parameter defines the priority for this service. It may have the values

true: high priority
false: low priority

Access Specification
This parameter states if the index or the name is used for addressing.

Index
This parameter defines to which Event Object the service is related.

Event Name
This parameter is the name of the Event Object.

Event Number
This parameter contains the counter value.

Event Data

This parameter contains the data. The data of the object shall be mapped onto
the parameter data according to the description of the Data Types in the coding
chapter. The Index is stored as Index Event Data in the Object Description of
the Event Object.
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4.8.3.2 AcknowledgeEventNotification

This service allows the acknowledgement of an Event Notification.

Table 58. AcknowledgeEventNotification

+ +omeee +omee +
! Poro

I Parameter Name lreq l.res!
! Lind !.con !

+ +omeee +omeee +
I Argument Y/ I

I Access Specification Y I
I Index rst |

I Event Name Ist 1

I Event Number M1
| | | |

I Result(+) I 1S

| | | |

I Result(-) I IS

I Error Type M

+ R B +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
This parameter defines to which Event Object the service is related.

Event Name
This parameter is the name of the Event Object.

Event Number
This parameter contains the counter value.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.8.3.3 AlterEventConditionMonitoring

This service allows the locking or unlocking of the Event Object.

Table 59. AlterEventConditionMonitoring

+ +omeee +omeee +
! Poro

I Parameter Name lreq l.res!
! Lind l.con !

+ +omeee +omeee +
I Argument U Y/ I

I Access Specification Y I
I Index st |1

I Event Name st 1

! Enabled M

| | | |

I Result(+) I 1S

| | | |

I Result(-) I IS

I Error Type M

+ R R +

Argument
The argument contains the service specific parameters of the service request.

Access Specification
This parameter states if the index or the name is used for addressing.

Index
This parameter defines to which Event Object the service is related.

Event Name
This parameter is the name of the Event Object.

Enabled

This parameter of type boolean defines to which value the Enabled attribute of
the Event Object shall be set.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)
The Result(-) shall indicate that the service request was not completed success-
fully.

Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.8.34 EventNotificationWithType

This service allows the transmission of an Event Notification. The notification
contains data and the Data Type Description. This service is an unconfirmed
service.

Table 60. EventNotificationWithType

+ B — +

! Pl

I Parameter Name lreq!
! Lind !

+ R — +

I Argument I'M !

! Priority I M !

I Access Specification ' M !
I Index 'S

I Event Name 1S

I Event Number I'M !
I Type Description 10!
I Event Data 10!

+ B — +

Argument
The argument contains the service specific parameters of the service request.

Priority
This parameter defines the priority for this service. It may have the values

true: high priority

false: low priority

Access Specification

This parameter states if the index or the name is used for addressing.

Index
This parameter defines to which Event Object the service is related.

Event Name
This parameter is the name of the Event Object.

Event Number
This parameter contains the counter value.

Typedescription

This parameter contains the Data Type Description (see parameter type descrip-
tion below). It shall be present only if the event data parameter exists.

Event Data

This parameter contains the data. It shall be present only if the Type Descrip-
tion parameter exists. The data of the object shall be mapped onto the parameter
data according to the description of the Data Types in the coding chapter. The
Index is stored as Index Event Data in the Object Description of the Event Ob-
ject.
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4.8.4 State Machine

4.8.4.1 State Machine Description

LOCKED
No Event Notifications are send in the LOCKED state (Enabled =false).

UNLOCKED

Event Notifications are sent normally in the UNLOCKED state (Enabled
=true).
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4.8.5 EXAMPLE: Event Management Services

User 1 I Communication 1 ! Communication 2
+ +
Trigger Condition Enabled / Disabled
............... + o —————
\Y \Y

measured +-----+ Event Number +-----+ Event Number +-----+
Value(s) !'All!EventData !K12!EventData !K23!
!

>l > > >
11 [ 1
 — + B — + B — +
 — + B — +
Event Number 1 K15 ! Event Number ! K24 !
< I Ik I I<e--
11 1
 — + B — +

All Measurement values are compared by User 1 with fixed conditions. If one
or more conditions are fulfilled then an EventNotification service is
(K12) called. In this service the Event Number and Event Data are trans-
ferred as parameters.

K12 -UNLOCKED

The EventNotification service transfers Event Number and Event Data to the
communication 2 (K23).

-LOCKED The EventNotification service is disabled. Further actions do not
occur.

K23 The communication 2 receives the EventNotification service from communi-
cation 1 and passes the Event Number and the Event Data to User 2.

K24 The AcknowledgeEventNotification service is called by User 2. In this
service the Event Number is transferred as a parameter. The service trans-
fers the Event Number to the communication 1.

K15 The communication 1 receives the AcknowledgeEventNoatification service from
communication 2 and passes the Event Number to User 2.

Figure 78. Example Event Services

Trigger conditions:

Any evaluations in the application program that may trigger an Event Notifica-
tion.

Enabled / Disabled:

The sequencing for the AlterEventConditionMonitoring service is not further de-
scribed here.

Measurement value(s):

Any signal in the application program that may trigger an event in combination
with the trigger condition.

Event Data:

Data transferred as a parameter with the EventNotification service. Data Type
and semantics are application specific, e.g.

- Event Code (cause, coming, going)
- Measurement value
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- Number of the channel (for collective alarms)
- Time

- Notification lost

- Acknowledgement successful

4.9 Interface between FMS and LLI

The coupling for the FMS to the Lower Layer Interface (LLI) is specified in this
section. The LLI provides services to the FMS at its interface which serve to
establish and release connections and to transmit data.

49.1 Overview of Services

The following services are provided to the FMS:

- Associate (Establishing a connection)

- Abort (Releasing a connection)

- DataTransferConfirmed (Data transmission acknowledged by the user)
- DataTransferAcknowledged (Data transmission acknowledged by LLI)

- DataTransferUnconfirmed (Data transmission without acknowledge)

These services are described by their corresponding service primitives:

- Associate (ASS.req, ASS.ind, ASS.res, ASS.con)

- Abort (ABT.req, ABT.ind)

- DataTransferConfirmed  (DTC.req, DTC.ind, DTC.res, DTC.con)
- DataTransferAcknowledged (DTA.req, DTA.ind)

- Data-Transfer-Unconfirmed (DTU.req, DTU.ind)

For more detailed description of the LLI services, their service primitives and
their parameters refer to the Lower Layer Interface.

4.9.2 Mapping of FMS Services on LLI Services

The FMS services are mapped onto the services of the Lower Layer Interface in
the following way:

The Initiate service is mapped to the Associate service. The parameter data
contains the Initiate PDU.

The Abort service is mapped directly to the LLI Abort service. No FMS PDU is
generated.

All confirmed FMS services are mapped to the Data Transfer Confirmed Service
of the LLI. The parameter data contains the corresponding FMS PDU.

All Unconfirmed FMS services are mapped to the Data Transfer Acknowledged
service of the LLI if the attribute CREL Type of the FMS CRL has the value
true. The parameter Data contains the corresponding FMS PDU.

All Unconfirmed FMS services are mapped to the Data Transfer Unconfirmed ser-
vice of the LLI if the attribute CREL Type of the FMS CRL has the value fal-
se. The parameter Data contains the corresponding FMS PDU.

The FMS service Reject is mapped to the Service Primitive DTC.res. The para-
meter Data contains the Reject PDU.
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4.10 Interface between FMS and FMA7

The coupling of the FMS to the Fieldbus Management Layer 7 (FMA 7) is described
in this section. The FMS provides at this interface services for the FMA7 to
configure, to identify and to reset the FMS.

4.10.1 Overview of local FMS Management Services

The following services are provided by FMS to FMA7:

- FMS Disable - FMS Read CRL
- FMS Load CRL - FMS Ident
- FMS Enable - FMS Reset

4.10.1.1 FMS Disable

The data transmissions of the FMS are disabled using this service. All connec-
tions are aborted and the FMS user gets an Abort with Reason Code 13. A request
for connection establishment from the FMS user or from LLI is rejected with an
Abort using Reason Code 13. This service has no parameters and leads always to a
positive confirmation.

Table 61. FMS Disable

+ oot
! N

I Parameter Name lLreq! !
! I lLcon!

+ B — B +
I Argument Y/ I .

! oo

I Result(+) I I M

+ B — B +

Argument
The argument contains no parameter for the service request.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

4.10.1.2 FMS Load CRL

The FMS CRL header or the static part of the FMS CRL Entry of a communication
relationship is entered in the FMS CRL using this service.

Table 62. FMS Load CRL

+ ommme et
! Poro

I Parameter Name lreq! !
! I lcon!

+ e et
I Argument 7/ I

I FMS CRL Entry Static M1
! Poro

I Result(+) I 1S

! Forol

I Result(-) I 1S

I FMAY Error Type M
+ e e
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Argument
The argument contains the service specific parameters of the service request.

FMS CRL Entry Static

This parameter contains the FMS CRL Header or the static part of a FMS CRL En-
try.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully. In this case no FMS CRL Entry is written into the FMS CRL.

FMAY Error Type

This parameter contains information about the reason why the service was not
completed successfully.

4.10.1.3 FMS Enable

The FMS is enabled using this service. A new connection establishment by the FMS
user or the LLI is possible afterwards.

Table 63. FMS Enable

+ B — B — +
! Porol

I Parameter Name Lreq! !
! I lcon!

+ B — B . +
I Argument "/

! Pl

I Result(+) I 1s!

! Poro

I Result(-) I 1S

I FMAY Error Type I M
I Error CREF I 1rc!
+ B — B —— +

Argument
The argument contains no parameter for the service request.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

FMA?Y Error Type

This parameter contains information about the reason why the service was not
completed successfully.

Error CREF

This parameter defines at which CREF the FMS Enable service is aborted by the
FMS. The existence of the parameter depends on the FMA7 Error Type.
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4.10.1.4 FMS Read CRL
The FMS CRL Header or a FMS CRL Entry is read using this service.

The Communication Reference 0 shall be used for reading the FMS CRL Header. The
corresponding Communication Reference shall be indicated for reading a FMS CRL
Entry. If this CREF is not used then this service is answered with a Result(-).

Table 64. FMS Read CRL

+ oot
! ool

I Parameter Name Lreq! !
! I lLcon!

+ B — B +

I Argument N \Y I

! Desired CREF M

! N

I Result(+) I 1S

I FMS CRL Entry 1M
! N

I Result(-) I 1S

I FMAY Error Type I M
+ B — B — +

Argument
The argument contains the parameters of the service request.

Desired CREF

For reading the FMS CRL Header the value 0 shall be given, other-wise the CREF
of the desired FMS CRL Entry shall be given.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

FMS CRL Entry

This parameter contains the FMS CRL Header or a FMS CRL Entry.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

FMA?Y Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.10.1.5 FMS Ident

This service provides information for identification of the FMS.

Table 65. FMS ldent

+ B — R — +

! N

I Parameter Name lreg! !
! I lcon!

+ B — B — +

I Argument M1t 1

| | | |

I Result(+) I 1S

I Vendor Name I M

I Controller Type I T M

I Hardware Release I I M
I Software Release I I M
| | | |

I Result(-) I 1S

I FMATY Error Type I M
+ B — B — +

Argument
The argument contains no parameter for the service request.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

Vendor Name
This parameter identifies the vendor of the FMS.

Controller Type

This parameter identifies the hardware (eg. Processor, Controller, ASIC) on
which the FMS is implemented.

Hardware Release
This parameter identifies the Hardware Release of the FMS.

Software Release
This parameter identifies the Software Release of the FMS.

Result(-)

The Result(-) shall indicate that the service request was not completed success-
fully.

FMATY Error Type

This parameter contains information about the reason why the service was not
completed successfully.
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4.10.1.6 FMS Reset

The FMS is reset using this service. The FMS performs a coldstart after the re-
set in the same way as after power-up.

Table 66. FMS Reset

+ +omeee +omee +

! Poro

I Parameter Name l.req !l.con!
! Poro

+ +omeee +omeee +

I Argument M1t 1

! Porol

I Result(+) I 1S

+ +omeee +oee +

Argument
The argument contains no parameter for the service request.

Result(+)

The Result(+) parameter shall indicate that the service was completed success-
fully.

4.10.2 FMAY ErrorType

This parameter contains information about the reason why the service was not
completed successfully. The parameter may have the following values:

- No Resource
This error is indicated when available resources are exceeded.
- No FMS CRL Entry
No entry was found for the Desired CREF.
- FMS CRL Parameter Invalid
The FMS CRL Entry contains an illegal value.
- FMS State Conflict
The service cannot be executed in the current FMS state.
- Other
The reason for the error is not one of the above
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4.11 Operating Behaviour of FMS

The operational behaviour of the FMS is represented by the FMS Basic State Ma-
chine.

4.11.1  Start of FMS
After power-up or reset of the FMS by the FMA7 the FMS starts.

The dynamic part of the FMS CRL is created and initialized by the FMS as fol-
lows:

If CREL type = true
then OSCC : 0
OSCSs: 0
CREL state : CONNECTION-NOT-ESTABLISHED

If CREL type = false AND Max-PDU-Receiving-High-Prio = 0 AND Max-PDU-Receiving-
Low-Prio =0

then OSCC : 0
OSCS: 0
CREL state : CONNECTIONLESS-CLIENT

If CREL type = false AND Max-PDU-RSending-High-Prio = 0 AND Max-PDU-Sending-Low-
Prio=0

then OSCC : 0
OSCS: 0
CREL state : CONNECTIONLESS-SERVER

4.11.2  Conditions of Readiness for Operation

For the successful termination of the starting phase (State of the FMS Basic
State Machine = FMS READY) the following conditions shall be fulfilled:

- Static part of the FMS CRL exists
- Sufficient resources for the dynamic part of the FMS CRL are available

4.11.3 FMS Readiness for Operation

In the state FMS READY the FMS is operational and may accept connection estab-
lishment requests or data transfer requests (broadcast / multicast).

4.11.4 FMS Basic State Machine

411.4.1 FMS Basic State Machine Description

FMS START

The current FMS CRL is checked. This state is only exited when a valid FMS CRL
exists.

FMS DISABLE
FMS is disabled by the FMA7 for data transmission.

LOADING CRL
In this state the FMS CRL is loaded with FMS Load CRL services.

CHECK CRL
The FMS CRL is checked after a loading sequence.
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FMS READY
FMS is ready for data transmission.

power-up
S + 4 [ —— +
>l I — >| | +
' FMS START ! 8,10,20! FMS DISABLE !--+
! G ! 11921 |
S + f +<-+ !
2! ~AN1356, 7! !
1 +-+ 20,21 V !
1o N R + 13 !
U 12,20! I >+
I < I LOADING CRL !--+ !
U ! 111121 !
[ o +<-+ !
U 14! !
[ \V/ ]
1o S E—— + I
U 16,20! l--+ !
L Gt LR e ICHECKCRL ! 121 !
U ! I<-+ !
[ S — + !
[ 15! !
[ \V/ 1
[ 20 +----mmeeee- + 17 !
[ — I [ >+
! I FMS READY -+
+ >| 1118,19,21
S — +<-+

Figure 79. FMS Basic State Machine

4.11.4.2 State Transitions

AN

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

Power-On 1 FMS-START
=> Start FMS CRL test

FMS-START 2 FMS-READY
FMS CRL test finished
\valid FMS CRL available
AND resources sufficient
=> dynamic part of the FMS CRL preset
start all of FMS state machines related to CREF

FMS-START 3 FMS-START
FMS CRL test finished
\no valid FMS CRL available
OR resources not sufficient

FMS-START 4 FMS-DISABLE
FMS-Disable.req
=> FMS-Disable.con(+)
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

FMS-START 5 FMS-START
FMS-Enable.req
=> FMS-Enable.con(-)

FMS-START 6 FMS-START
FMS-Load-CRL.req
=> FMS-Load-CRL.con(-)

FMS-START 23 FMS-START
any service primitive from the FMS user
=> Abort.ind (ABT RC13)

FMS-START 24 FMS-START
any service primitive from the LLI
=> ABT.req (ABT RC13)

FMS-DISABLE 7 LOADING-CRL
FMS-Load-CRL.req
\FMS CRL entry valid
=> FMS-Load-CRL.con(+)

FMS-DISABLE 8 FMS-START
FMS-Load-CRL.req
\FMS CRL entry not valid
=> FMS-Load-CRL.con(-)

FMS-DISABLE 9 FMS-DISABLE
FMS-Disable.req
=> FMS-Disable.con(+)

FMS-DISABLE 10 FMS-START
FMS-Enable.req
=> FMS-Enable.con(-)

FMS-DISABLE 25 FMS-DISABLE
any service primitive from the FMS user
=> Abort.ind (ABT RC13)

FMS-DISABLE 26 FMS-DISABLE
any service primitive from the LLI
=> ABT.req (ABT RC13)

LOADING-CRL 11 LOADING-CRL
FMS-Load-CRL.req
\FMS CRL entry valid
=> FMS-Load-CRL.con(+)

LOADING-CRL 12 FMS-START
FMS-Load CRL.req
\FMS CRL entry not valid
=> FMS-Load-CRL.con(-)
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

LOADING-CRL 13 FMS-DISABLE
FMS-Disable.req
=> FMS-Disable.con(+)

LOADING-CRL 14 CHECK-CRL
FMS-Enable.req
=> Start FMS CRL test

LOADING-CRL 27 LOADING-CRL
any service primitive from the FMS user
=> Abort.ind (ABT RC13)

LOADING-CRL 28 LOADING-CRL
any service primitive from the LLI
=> ABT.req (ABT RC13)

CHECK-CRL 15 FMS-READY
FMS CRL test finished
\valid FMS CRL available
AND resources sufficient
=> dynamic part of the FMS CRL preset
start all of FMS state machines related to CREF
FMS-Enable.con(+)

CHECK-CRL 16 FMS-START
FMS CRL test finished
\no valid FMS CRL available
OR resources not sufficient
=> FMS-Enable.con(-)

CHECK-CRL 29 CHECK-CRL
any service primitive from the FMS user
=> Abort.ind (ABT RC13)

CHECK-CRL 30 CHECK-CRL
any service primitive from the LLI
=> ABT.req (ABT RC13)

FMS-READY 17 FMS-DISABLE
FMS-Disable.req
=> release all FMS connections
ABT.req(ABT_RC13)
ABT.ind(ABT RC13)
FMS-Disable.con(+)

FMS-READY 18 FMS-READY
FMS-Enable.req
=> FMS-Enable.con(-)

FMS-READY 19 FMS-READY

FMS-Load-CRL.req
=> FMS-Load-CRL.con(-)
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

FMS-READY 22 FMS-READY
any Service primitive with no related CREF received from the FMS user
=> Abort.ind <ABT_RC2>

FMS-READY 31 FMS-READY
any Service primitive with no related CREF received from the LLI
=> ABT.req <ABT_RC5>

<any State> 20 FMS-START
FMS-Reset.req
=> reset all CREFs
start FMS CRL test
FMS-Reset.con(+)

<any State> 21 <same State>
FMS-Ident.req OR FMS-Read-CRL.req
=> execute FMS service
FMS Service.con(+/-) an FMA7
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4.12  Structured Parameters ErrorType and TypeDescription

4.12.1 Parameter Error Type

An error message contained in Result(-) has the following structure.

Table 67. Error Type

+ B — +

! 1o

I Error Type l.res!

! l.con!

+ B — +

! Error Class I'M !

! Error Code I'M !

! Additional Code U !
I Additional Description U !
+ R +

Error Class

This parameter indicates the kind of error. For coding see section 3.16 Syntax
Description.

Error Code

This parameter gives a more detailed specification of the error. For Coding see
Syntax Description.

Additional Code (optional)

This parameter is optional. The user is responsible for its usage and evalua-
tion.

Additional Description (optional)
This parameter is optional and may be used to add a text to the error message.

412.1.1 Meaning of Error Class and Error Code

Error Class
Meaning of the Error Class
- Error Code

Meaning of the Error Code

VFD State

This error class is returned whenever the state of the VFD is such that the re-
guest service may not be executed.

- Other

This Error Code is returned due to a reason other than any of those
listed above.

Application Reference

This Error Class is related to the communication relationship on which the serv-
ice is executed.
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- Application-Unreachable
The application process is not reachable.

- Other
This Error Code is returned due to a reason other than any of those listed
above.

Definition

This Error Class is returned when there are problems with object definitions
(CreatePrograminvocation, DefineVariableList).

- Object-Undefined
The required objects do not exist.

- Object-Attribute-Inconsistent
The indicated objects are defined with inconsistent attributes

- Name-Already-exists
The name exists already.

- Other
This Error Code is returned due to a reason other than any of
those listed above.

Resource
This Error Class is returned when available resources are exceeded.

- Memory-Unavailable
There is no more memory for the execution of this service.

- Other
This Error Code is returned due to a reason other than any of
those listed above.

Error Class

Meaning of the Error Class
- Error Code
Meaning of the Error Code

Service

This Error Class is returned whenever there are problems with the service it-
self.

- Object-State-Conflict
The current state of the object does not permit execution of the service.

- Object-Constraint-Conflict
The execution of the service is not possible at this time.

- Parameter-Inconsistent
The service contains inconsistent parameters.

- lllegal-Parameter
A parameter has an illegal value.

- PDU-Size
Response-PDU > Max-PDU-Sending-Low-Prio.
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- Other
This Error Code is returned due to a reason other than any of
those listed above.

Access
This Error Class is returned whenever an access is faulty.
- Object-Access-Unsupported
The object has not been defined for the requested access.

- Object-Non-Existent
The object does not exist.

- Object-Access-Denied
The FMS client has not sufficient Access Rights for the object.

- Invalid-Address
The indicated Address is out of the legal range (PhysRead, PhysWrite)

- Object-Invalidated
The access refers to a defined object with an undefined Reference attribute.
This is a permanent error.

- Hardware-Fault
The access to the object failed because of a hard-ware error.

Error Class

Meaning of the Error Class
- Error Code
Meaning of the Error Code

Access
- Type-Conflict
The access is rejected because of an incorrect Data Type.

- Named-Access-Unsupported
The access with names is not supported.

- Object-Attribute-inconsistent
The attributes of the objects are inconsistent.

- Other
This Error Code is returned due to a reason other than any of
those listed above.

OD-Error

This Error Class is returned whenever an incorrect change to the OD is made
(PutOD, CreatePrograminvocation, DefineVariableList).

- Name-Length-Overflow
The legal length of the name is exceeded.

- OD-Overflow
The legal length of the OD is exceeded.
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- OD-Write-Protected
The Object Dictionary is write protected.

- Extension-Length-Overflow
The legal length for the Extension is exceeded.

- Object-Description-Length-Overflow
The legal length of a single Object Description is exceeded.

- Operational-Problem
The currently loaded OD is incorrect.

- Other
This Error Code is returned due to a reason other than any of
those listed above.

Others

This Error Class is returned due to a reason other than any of those listed
above.

- Other
This Error Code is returned due to a reason other than any of
those listed above.

412.1.2 Meaning of the remaining Parameters

Additional Code
no further specification

Additional Description
no further specification

4.12.2 Parameter Type Description

Table 68. Type Description

+ et
! Pl

I Parameter Name [

I I

+ B — +

I Type Description I'M !

I Simple 'S |

! Data Type Index I'M !

! Length I'M !

I Array 1S

! Data Type Index ' M !

! Length I'M !

! Number Of Elements I M !
I Structure 1S

! List Of Elements Type ! M !
! Data Type Index I'M !

! Length I'M !

+ B — +
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Typedescription
This parameter contains the Data Type Description.

Simple
This parameter contains the Data Type and Length of a Simple Variable.

Array

This parameter contains Data Type and Length of an element of the array and the
number of elements.

Structure
This parameter contains a list of Data Type Descriptions of the Record Elements.

List-Of-Elements-Type

This parameter is the list of Data Type Descriptions of the Record Elements. The
Data Type and the Length is given for each element.

Data-Type-Index
Logical Address of the Data Type

Length
Length in octets
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4.13.1

List of Object Codes
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Table 69. Object Codes

Object Object Code
+

Null Object I 0

- reserved - 1
Domain 12
Program Invocation I3
Event I 4

Data Type ' 5

Data Type Structure Description! 6

Simple Variable
Array

Record
Variable List

17

The Object Code shall be of Type Integer8.

4.13.2

Data Type

List of Standard Data Types

Table 70. Standard Data Types

I Index ! Number of Octets

Boolean
Integer8
Integerl6
Integer32
Unsigned8
Unsigned16
Unsigned32
Floating Point
Visible String
Octet String
Date

Time Of Day
Time Difference
Bit String

+ +
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4.13.3 List of Object Attributes and Service Parameters

Table 71. Object Attributes and Service Parameters

Object Attribute / Service Parameter!Data Type

+
Abort Detall IOctet String, max. 16 octets
Abort Identifier lUnsigned8
Access Groups IBit String, 1 Octet
Access Protection Supported IBoolean

Access Rights
Access Specification

IBit String, 2 Octets

Additional Code lintegerl6
Additional Description IVisible String
Additional Information IVisible String
All Attributes IBoolean

Number FMS CRL Entries linteger16
Array I--

Consequence linteger8
Controller Type IVisible String
Counter linteger8

Data I--

Data Type Index IUnsigned16
Deletable IBoolean
Description I--

Detected Here IBoolean
Domain Index IUnsigned16
Domain Name Visible String,max 32 Octets
Domain State IUnsigned8
DP-OD Length IUnsigned16
DV-OD Length IUnsigned16
Element Index IUnsigned16
Enabled IBoolean

Error Class linteger8

Error Code linteger8

Error CREF IUnsigned16
Error Type I--

Event Data 10ctet String
Event Name Visible String,max.32 octets

Event Number
Execution Argument
Extension

Final Result

First Index DP-OD
First Index DV-OD
First Index S-OD
FMS CRL Entry

FMS CRL Entry Static

FMS Features Supported

Hardware Release
Index

Index Event Data
Invoke ID

CREL State

CREL Type

CREF

Length

List Of Elements Type
List of Element Index
List of Domains

List of Index

List of Local Address

List of Object Description

IUnsigned8
10ctet String
ILength + Octet String
IBoolean
IUnsigned16
IUnsigned16
IUnsigned16
I0ctet String
10ctet String
IBit String, 6 Octets
Visible String
IUnsigned16
IUnsigned16
linteger8
IUnsigned8
IBoolean
IUnsigned16

IUnsigned8
l--
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Table 70. (Continuation)

Object Attribute / Service Parameter!Data Type

+

List of Variables

List of VFD Specific Objects I--

Load Data

Local Address

Local Address DP-OD
Local Address DV-OD

Local Address OD-ODES

Local Address S-OD
Local Address ST-OD
Local Detall

Locally Generated
Logical Status

Max Octets

Max Outstanding Services Client
Max Outstanding Services Server
Max PDU Receiving High Prio
Max PDU Receiving Low Prio
Max PDU Sending High Prio

Max PDU Sending Low Prio

Model Name

More Follows

Name Length
Number Of Domains
Number Of Elements
Original Invoke 1D

IOctet String
lUnsigned32
lUnsigned32
lUnsigned32
lUnsigned32
IUnsigned32
IUnsigned32
IBit String, 3 Octets
IBoolean
IUnsigned8
IUnsigned16
IUnsigned8
IUnsigned8
IUnsigned8
IUnsigned8
IUnsigned8
IUnsigned8
IVisible String
'Boolean
IUnsigned8
IUnsigned8
IUnsigned8
linteger8

Outstanding Services Counter Client 'Unsigned8
Outstanding Services Counter Server !Unsigned8

OD Obiject Description
Password
Physical Status
Pl Name

Pl State

Priority

Profile Number
Reason Code
Reject Code
Reject PDU Type
Reusable
Revision
ROM/RAM Flag
S-OD Length
Simple

Software Release
ST-OD Length
Startindex
Structure
Subindex

Symbol

Symbol Length
Type Description
Upload State
Variable Index
Variable List Name
Variable Name
Vendor Name
Version OD

VFD Pointer

VFD Pointer Supported

IOctet String
IUnsigned8
IlUnsigned8
IVisible String,max.32 octets

lUnsigned8
IBoolean

10ctet String, 2 octets
IUnsigned8
linteger8
IUnsigned8
IBoolean
IVisible String
IBoolean
lUnsigned16
l--
Visible String
lUnsigned16
IUnsigned16
-
IUnsigned8
Visible String
IUnsigned8
|-
IUnsigned8
IUnsigned16
IVisible String,max.32 octets
IVisible String,max.32 octets
Visible String
lintegerl6
IUnsigned32
IBoolean
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Table 72. Meaning of Services

Service Meaning

Initiate Establish a connection

Abort Release a connection

Reject Reject an improper service or PDU
Status Read a device / user status
UnsolicitedStatus Report an unsolicited status
Identify Read vendor, type and version
GetOD Read an Object Description
InitiatePutOD Start an OD Load

PutOD Load an Object Description
TerminatePutOD Stop an OD Load
InitiateDownloadSequence Open a Download sequence
DownloadSegment Transmit a Download Data block
TerminateDownloadSequence Stop a Download sequence
RequestDomainDownload Request a Download
InitiateUploadSequence Open an Upload sequence
UploadSegment Transmit an Upload data block
TerminateUploadSequence Stop an Upload sequence
RequestDomainUpload Request an Upload
CreateProgramlinvocation Create a program
DeletePrograminvocation Delete a program

Start Start a program - after Reset

Stop Stop a program

Resume Resume a program - after Stop
Reset Reset program

Kill Kill a program

Read Read a variable

Write Write a variable

ReadWithType Read a variable with Type
WriteWithType Write a variable with Type
PhysRead Read a memory location
PhysWrite Write a memory location
InformationReport Send Data

InformationReportWithType Send Data with Type

DefineVariableList
DeleteVariableList

EventNotification

Define a Variable List
Delete a Variable List

Report an event

EventNotificationWithType Report an event with Type
AcknowledgeEventNotification  Acknowledge an event
AlterEventConditionMonitoring Disable / Enable an event

4.14 Conformance

This section describes the Protocol Implementation Conformance Statements
(PICS). Every vendor of a device shall fill out these tables completely.

There are 4 parts of the PICS:

- Part 1 states information about the implementation and system
- Part 2 is a list of the supported services

- Part 3 is a list of the supported parameters

- Part 4 is a list of the local implementation values
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4.14.1 Implementation and System (PICS Part 1)
Table 73. Implementation and System

+=== +=== +

I System Parameters ! Detall !

+=== +=== +

I Implementation's Vendor Name ! !

+ + +

I Implementation's Model Name ! !

+ + +

I Implementation's Revision Identifier ! !

+ + +

I Vendor Name of FMS ! !

+ + +

I Controller Type of FMS ! !

+ + +

I Hardware Release of FMS ! !

+ + +

I Software Release of FMS ! !

+ + +

I Profile Number ! !

+ + +

I Calling FMS User (enter "Yes" or "No") ! !

I Called FMS User (enter "Yes" or "No") ! !
4.14.2  Supported Services (PICS Part 2)

Support of the service primitive ("Yes" or "No") shall be entered in every line.
If there is more than one service primitive in one line then "Yes" may be en-
tered only if all service primitives listed in this line are supported.

Table 74. Supported Services

+=== + +
I Service ! Primitive !

! | Supported ? !

+=== + += +
I Initiate I'.reqg,.con! !

+ + + +

| Status ! .req,.con! !

+ + + +

I Identify ! .req,.con! !

+ + + +

I GetOD ! .req,.con! !

+ + + +

I GetOD (Long Form) I.req,.con! .ind,.res!

+ + +

I UnsolicitedStatus lreq !l.ind !

+ + + +

I InitiatePutOD I.req,.con! .ind,.res!

I PutOD I .req,.con ! .ind,.res!

I TerminatePutOD I .req,.con ! .ind,.res!

+ + + +
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Table 73. (Continuation)

+

+ +

| Service
|

I Primitive !

I Supported? !

+

+ + +

I InitiateDownloadSequence
! DownloadSegment
I TerminateDownloadSequence

I .req,.con ! .ind,.res!
I.ind,.res ! .req,.con!
I .req,.con ! .ind,.res!

=+

I InitiateUploadSequence
I UploadSegment
I TerminateUploadSequence

=+

+ + +
I .req,.con ! .ind,.res!
I .req,.con ! .ind,.res!
I .req,.con ! .ind,.res!
-+

=+

+ +
I RequestDomainDownload I .reg,.con! .ind,.res!
+ + +
I RequestDomainUpload I .reqg,.con! .ind,.res!
+ + +

=+

I CreateProgramlnvocation
I DeletePrograminvocation

I.reqg,.con ! .ind,.res!
I.reqg,.con! .ind,.res!

+ + + +
I Start I.reg,.con! .ind,.res!

I Stop I .req,.con!.ind,.res!

I Resume I .req,.con! .ind,.res!

I Reset I.reg,.con ! .ind,.res!

LKill I .reqg,.con!.ind,.res!

! Read I .reg,.con!.ind,.res!

I Write I.reqg,.con!.ind,.res!

I ReadWithType I .reg,.con!.ind,.res!

I WriteWithType I .reqg,.con!.ind,.res!

! PhysRead !.req,.con!.ind,.res!

! PhysWrite !.req,.con!.ind,.res!

I InformationReport lreq lind !

I InformationReportWithType loreq lind !
+ + + +

I DefineVariableList !.req,.con!.ind,.res!

I DeleteVariableList !.req,.con!.ind,.res!

+ + + +

I EventNotification lreq l.ind !

+ + + +

I EventNotificationWithType lreq l.ind !

+ + + +

I AcknowledgeEventNotification !.req,.con! .ind,.res!
+ + + +

I AlterEventConditionMonitoring ! .req,.con!.ind,.res!

+

+ + +
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4.14.3 FMS Parameters and Options (PICS Part 3)

The vendor of a device shall indicate with a "Yes" or a "No" in each line if the
FMS implementation supports the parameter or the option.

Table 75. FMS Parameters and Options

F+====== =+ =+
I FMS Parameters and Options I Detail !

F+====== =+ +
I Addressing by names I yes/no !

+ + +

I Maximum length for names I Value !

+ + +

I Access Protection supported ! yes/no !

+ + +

I Maximum length for Extension ! Value !

+ + +

I Maximum length for Execution Arguments ! Value !

+ + +

4.14.4  Local Implementation Values (PICS Part 4)

Table 76. Local Implementation Values

+==—=—=—== + +
I Local Implementation Values I Detail !

+====== + +
I Maximum length of a FMS PDU ! Value !

! + +

I Maximum number of ! Value !

I Services Outstanding Calling ! !

! + +

I Maximum number of ! Value !

I Services Outstanding Called ! !

! + +

I Syntax and semantics of the | Explanation !

I Execution Argument ! !

! + +

I Syntax and semantics of extension I Explanation !

+ + +
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1 Scope
(see b5)

2 Normative References and additional Material

(see 5)

3 General

(see b)

4 Coding

4.1 General

Additional information is to be added to the user data to allow an unique asso-
ciation of the data at the communication partner. The coding rules for the addi-
tional information are optimized to produce messages as short as possible in ac-
cordance with fieldbus requirements. The frequency of occurrence of special mes-
sages is taken into account.

The conditions in the fieldbus area are the following:

- short messages
- low number of different messages

- some messages such as React uct ucte followit2erent 1teact uct ucte follo ooom the following:
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Initiate-ErrorPDU ::= SEQUENCE {
error-code [0] IMPLICIT Integer8{
other (0),
max-pdu-size-insufficient (1),
feature-not-supported (2),
version-od-incompatible  (3),

user-initiate-denied (4),
password-error (5),
profile-number-incompatible (6)
}1

max-pdu-sending-high-prio-called [1] IMPLICIT Unsigned8,
max-pdu-sending-low-prio-called [2] IMPLICIT Unsigned8,
max-pdu-receiving-high-prio-called [3] IMPLICIT Unsigned8,
max-pdu-receiving-low-prio-called [4] IMPLICIT Unsigned8,
fms-features-supported-called  [5] IMPLICIT BIT STRING
-- Encoding according
-- to context management definition
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5.5 Domain Management

5.5.1 The Domain Object

Domain-State ::= Unsigned8 {
Existent (1),
Loading (2),
Incomplete (3),
Complete  (4),
Ready (5),
In-Use (6)

Upload-State ::= Unsigned8 {
Non-existent (0),
Uploading (1),

Uploaded (2)
}

5.5.2 InitiateDownloadSequence

InitiateDownloadSequence-Request ::= SEQUENCE {
access-specification CHOICE {
index [O] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}
}

InitiateDownloadSequence-Response ::= NULL

5.5.3 DownloadSegment

DownloadSegment-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}
}

DownloadSegment-Response ::= SEQUENCE {
load-data [0] IMPLICIT OCTET STRING,
more-follows [1] IMPLICIT MoreFollows

}
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5.5.4 TerminateDownloadSequence

TerminateDownloadSequence-Request ::= SEQUENCE {
access-specification CHOICE {
index [O] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}1
final-result [2] IMPLICIT BOOLEAN
}

TerminateDownloadSequence-Response ;= NULL

5.5.5 InitiateUploadSequence

InitiateUploadSequence-Request ::= SEQUENCE {
access-specification CHOICE {
index [O] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}
}

InitiateUploadSequence-Response ::= NULL

5.5.6 UploadSegment

UploadSegment-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
domain-name [1] IMPLICIT Name

}
}

UploadSegment-Response ::= SEQUENCE {
load-data [0] IMPLICIT OCTET STRING,
more-follows [1] IMPLICIT MoreFollows

}

5.5.7 TerminateUploadSequence

TerminateUploadSequence-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}
}

TerminateUploadSequence-Response ::= NULL
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5.5.8 RequestDomainDownload

RequestDomainDownload-Request ::= SEQUENCE {
access-specification CHOICE {

index [O] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}1

additionallnformation [2] IMPLICIT VISIBLE STRING OPTIONAL
}

RequestDomainDownload-Response ::= NULL

5.5.9 RequestDomainUpload

RequestDomainUpload-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
domain-name [1] IMPLICIT Name
}!

additionallnformation [2] IMPLICIT VISIBLE STRING OPTIONAL
}

RequestDomainUpload-Response ::= NULL
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5.6 Program Invocation Management

5.6.1 PrograminvocationState

PrograminvocationState ::= Integer8 {
non-existent (0), -- NON-EXISTENT
unrunnable (1), -- UNRUNNABLE
idle (2), -- IDLE
running (3), -- RUNNING
stopped (4), -- STOPPED
starting  (5), -- STARTING
stopping  (6), -- STOPPING
resuming (7), -- RESUMING
resetting (8) -- RESETTING

Pl-Access-Protection ::= BIT STRING {
S (23),
H (22),
D (21),
Sg (19),
Hg (18),
Dg (17),
Sa (31),
Ha (30),
Da (29),
Password_Bitl (7),
Password_Bit2 (6),
Password_Bit3 (5),
Password_Bit4 (4),
Password_Bit5 (3),
Password_Bit6 (2),
Password_Bit7 (1),
Password_Bit8 (0),
Access_Groups-1 (15),
Access_Groups-2 (14),
Access_Groups-3 (13),
Access_Groups-4 (12),
Access_Groups-5 (11),
Access_Groups-6 (10),
Access_Groups-7 (9),
Access_Groups-8 (8)
}
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-- The Password (unsigned8) is encoded as a bit string. The
-- mapping of the Data Type unsigned8 to the specified bit
-- number is defined according to the unsigned definition.
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5.6.2 CreatePrograminvocation

CreatePrograminvocation-Request ::= SEQUENCE {
listOfDomains  [0] IMPLICIT SEQUENCE OF CHOICE {
index [O] IMPLICIT Index,
domain-name [1] IMPLICIT Name

3
access-protection [1] IMPLICIT PIl-Access-Protection,
pi-name [2] IMPLICIT Name OPTIONAL,
extension [3] IMPLICIT PACKED OPTIONAL,
reusable [4] IMPLICIT BOOLEAN

}

CreatePrograminvocation-Response ::= Index

5.6.3 DeletePrograminvocation

DeletePrograminvocation-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
pi-name [1] IMPLICIT Name
}
}

DeletePrograminvocation-Response ::= NULL

5.6.4 Start

Start-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
pi-name [1] IMPLICIT Name
}1
execution-argument [2] IMPLICIT OCTET STRING OPTIONAL

}

Start-Response ::= NULL

5.6.5 Stop

Stop-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
pi-name [1] IMPLICIT Name
}
}

Stop-Response ::= NULL
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5.6.6 Resume

Resume-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
pi-name [1] IMPLICIT Name
}1

execution-argument [2] IMPLICIT OCTET STRING OPTIONAL
}

Resume-Response ::= NULL

5.6.7 Reset

Reset-Request ::= SEQUENCE {
access-specification CHOICE {
index [O] IMPLICIT Index,
pi-name [1] IMPLICIT Name
}
}

Reset-Response ::= NULL

5.6.8 Kill

Kill-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
pi-name [1] IMPLICIT Name

}
}

Kill-Response ::= NULL
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5.7 Variable Access
5.7.1 VariableListAccessProtection

Variable-List-Access-Protection ::= BIT STRING {
R (23),
W (22),
D (21),
Rg (19),
Wg (18),
Dg (17),
Ra (31),
Wa (30),
Da (29),
Password_Bit1 (7),
Password_Bit2 (6),
Password_Bit3 (5),
Password_Bit4 (4),
Password_Bit5 (3),
Password_Bit6 (2),
Password_Bit7 (1),
Password_Bit8 (0),
Access_Groups-1 (15),
Access_Groups-2 (14),
Access_Groups-3 (13),
Access_Groups-4 (12),
Access_Groups-5 (11),
Access_Groups-6 (10),
Access_Groups-7 (9),
Access_Groups-8 (8)
}
-- The Password (unsigned8) is encoded as a bit string. The
-- mapping of the Data Type unsigned8 to the specified bit
-- number is defined according to the unsigned definition.

5.7.2 Read

Read-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
variable-name [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

}1
subindex [3] IMPLICIT Subindex OPTIONAL

}

Read-Response ::= Data
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5.7.3 Write

Write-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
variable-name [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

}1
subindex [3] IMPLICIT Subindex OPTIONAL,
data [4] IMPLICIT Data

}
Write-Response ::= NULL

5.7.4 DefineVariableList

DefineVariableList-Request ::= SEQUENCE {
listOfVariables  [0] IMPLICIT SEQUENCE OF CHOICE {

index [0] IMPLICIT Index,
variable-name [1] IMPLICIT Name
}1

access-protection [1] IMPLICIT
Variable-List-Access-Protection,

variable-list-name [2] IMPLICIT Name OPTIONAL,

extension [3] IMPLICIT PACKED OPTIONAL

}

DefineVariableList-Response ::= Index

5.7.5 DeleteVariableList

DeleteVariableList-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
variable-list-name [1] IMPLICIT Name
}

}

DeleteVariableList-Response ::= NULL

5.7.6 PhysRead

PhysRead-Request ::= SEQUENCE {
local-address [0] IMPLICIT Local-Address,
length [1] IMPLICIT Length

PhysRead-Response ::= Data
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5.7.7 PhysWrite

PhysWrite-Request ::= SEQUENCE {
local-address [0] IMPLICIT Local-Address,
data [1] IMPLICIT Data

}

PhysWrite-Response ::= NULL

5.7.8 InformationReport

InformationReport ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
variable-name [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

}l
subindex [3] IMPLICIT Subindex OPTIONAL,
data [4] IMPLICIT Data

}

5.7.9 ReadWithType

ReadWithType-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
variable-name  [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

}1
subindex [3] IMPLICIT Subindex OPTIONAL
}

ReadWithType-Response ::= SEQUENCE {
typedescription [0] IMPLICIT Typedescription,
data [1] IMPLICIT Data

}

5.7.10  WriteWithType

WriteWithType-Request ::= SEQUENCE {
access-specification CHOICE {
index [0] IMPLICIT Index,
variable-name [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

}1
subindex [3] IMPLICIT Subindex OPTIONAL,
typedescription [4] IMPLICIT Typedescription,
data [5] IMPLICIT Data

}

WriteWithType-Response ::= NULL
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5.7.11 InformationReportWithType

InformationReportWithType ::= SEQUENCE {
access-specification CHOICE {
index [O] IMPLICIT Index,
variable-name  [1] IMPLICIT Name,
variable-list-name [2] IMPLICIT Name

3
subindex [3] IMPLICIT Subindex OPTIONAL,
typedescription  [4] IMPLICIT Typedescription,
data [5] IMPLICIT Data

}
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5.8 Event Management

5.8.1 AlterEventConditionMonitoring

AlterEventConditionMonitoring-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
event-name [1] IMPLICIT Name
}1

enabled [2] IMPLICIT BOOLEAN

}

AlterEventConditionMonitoring-Response ::= NULL

5.8.2 AcknowledgeEventNotification

AcknowledgeEventNotification-Request ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,
event-name [1] IMPLICIT Name
}1

eventNumber [2] IMPLICIT Unsigned8

}

AcknowledgeEventNotification-Response ::= NULL

5.8.3 EventNotification

EventNotification ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,

event-name [1] IMPLICIT Name

}1
eventNumber [2] IMPLICIT Unsigneds,
eventData [3] IMPLICIT Data OPTIONAL

}

5.8.4  EventNoaotificationWithType

EventNotificationWithType ::= SEQUENCE {
access-specification CHOICE {

index [0] IMPLICIT Index,

event-name [1] IMPLICIT Name

}1
eventNumber [2] IMPLICIT Unsigneds,
typedescription [3] IMPLICIT Typedescription OPTIONAL,
eventData [4] IMPLICIT Data OPTIONAL

}
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5.9 Detailed Coding Examples

EXAMPLE: Knowledge of the syntax description of the PDUs is required to produce
encoding examples. The example encodings are written in hexadecimal notation,
whereby XX shall be replaced by user data.

READ-REQUEST_PDU:

The READ-REQUEST_PDU is a Confirmed-RequestPDU. A Confirmed-RequestPDU has the
tag 1 in the FMS PDU CHOICE. It is a SEQUENCE consisting of 2 components (P/C
flag =1, tag=1, length=2).

The first component is the InvokelD. Data Type and length of this component are
known implicitly (universal tag - Integer8). Therefore the ID Info is omitted,
i.e. there is only user data here.

The second component is a CHOICE (ConfirmedServiceRequest), from which the Read-
Request with tag=2 is selected. This component is again a SEQUENCE. It consists
of only one component - the index.

The Index has the Type unsigned16.
The Subindex is OPTIONAL and is omitted in this case.

Encoding PDU

92 confirmed-RequestPDU [1] SEQUENCE {
XX InvokelD,
Al confirmedServiceRequest [2] SEQUENCE {
02 XX XX [0] IMPLICIT Index
}
}

The READ-REQUEST_PDU with a Subindex is as follows:

The second SEQUENCE has 2 components and there is a Subindex with tag=3.

Encoding PDU

92 confirmed-RequestPDU [1] SEQUENCE {
XX InvokelD,

A2 confirmedServiceRequest [2] SEQUENCE {
02 XX XX [0] IMPLICIT Index

31 XX [3] IMPLICIT Subindex

}
}

The whole READ-REQUEST_PDU without Subindex has a length of 6 octets. Three of
these octets contain user data.

Read PDUs:

Read-Request(InviD 8, Index 3) 92 08 A1 02 00 03
Read-Response(InvID 8, Integerl6 1234 hex) A2 082212 34
Read-Request(InvID 5, Index 32) 92 05 A1 02 00 20
Read-Response(InvID 5, Boolean true) A2 0521 FF

PhysRead PDUs:
PhysRead-Request(InvID 6, Address 12345678 hex, 4 octets)

92 06 F2 1A 04 12 34 56 78 11 04
PhysRead-Response(InvID 6, 47110815 hex) A2 06 74 1A 47 11 08 15
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GetOD PDUs:

GetOD-Request(InvID 7, All-Attributes FALSE, Index 27 )
92 07 C201 007207 00 1B
GetOD-Response(InvID 7, List of 2 object descriptions
object description:
Index 27,
Object Code Simple Variable,
Data Type Index Integer8,
Length 1,
object description:
Index 28,
Object Code Simple Variable,
Data Type Index Octet String,
Length 5,
more-follows True )
A2 07 C282 06 00 1B 07 00 02 01
06 00 1C 07 00 OA 05
11 FF
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6 Lower Layer Interface (LLI)

6.1 General

The Lower Layer Interface (LLI) represents the interface between the Fieldbus
Message Specification (FMS) and the Layer 2 (FDL) with a part of the Layer 2
management (FMA1/2). In the same way, the LLI represents the interface between
the Fieldbus Management Layer 7 (FMA7) and FDL, with FMA1/2 for remote manage-
ment functions. In the following text, FMS and FMA7 are called LLI users.The
definitions of the LLI are optimized for the FDL and the FMA1/2. Moreover the

LLI provides an interface to the Layer 7 management (FMA7) for local management
functions.

6.1.1 Tasks of the Lower Layer Interface (LLI)

- The LLI simulates the necessary Layer 3 to 6 functionality.

- The LLI provides a service interface to the LLI User independent of FDL.

- The LLI maps the FMS and FMA7Y services onto the FDL services. The necessary
FMA1/2 services are considered thereby.

6.1.2 Use of FDL Services and FMA1/2 Services

The LLI uses the following FDL services for the mapping of the LLI services onto
the FDL services:

- Send Data with No Acknowledge (SDN)

- Send Data with Acknowledge (SDA)

- Send and Request Data with Reply (SRD)

- Cyclic Send and Request Data with Reply (CSRD)

At the active station (master) the services are processed as initiator, re-
sponder or both, at the passive station (slave) as responder. The following
FMA1/2 services are used to set the parameters of the service access points
(LSAPSs):

- SAP Activate FMA1/2
- RSAP Activate FMA1/2
- SAP Deactivate FMA1/2

These FMA1/2 services are marked as optional in the PROFIBUS specification. They
shall, however, be implemented to realize the functionality of the LLI; i.e.
they are mandatory for LLI.

6.2 LLI Model

Between two application processes one or more communication relationships may
exist. Communication end points are uniquely assigned to each communication re-
lationship (see chapter 2). All communication relationships shall be configured

in the Communication Reference List (CRL) independent of the time of use and
shall be addressed with local communication references (CREF).

The configuration may either statically assign a communication end-point to a
communication partner, or may allow the access to it for all partners (in the
following called "open communication end-point"). In case of static assignment,
no other communication partner has access to the communication end-point.

A communication relationship may either be connection-oriented or connection-
less.
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For a connection-oriented communication relationship a logical connection is es-
tablished between two communication end-points of different communication part-
ners (also called "one-to-one" communication relationship).

The LLI distinguishes three phases thereby:

- Connection establishment phase
- Data transfer phase
- Connection release phase

In the data transfer phase the communication end-point used shall be statically
assigned to the end-point of the partner. For the open communication end-point
this assignment is accomplished during the connection establishment phase.

Furthermore, the LLI distinguishes for connection oriented communication rela-
tionships between master-slave (M-S) and master-master (M-M). A master corre-
sponds to an active station and a slave to a passive station according to the
PROFIBUS Data Link Layer specification.

For a master-slave communication relationship logical connections for

- cyclic data transfer with no slave initiative or
- cyclic data transfer with slave initiative or

- acyclic data transfer with no slave initiative or
- acyclic data transfer with slave initiative

may exist.

A logical connection with slave initiative means that the slave may issue a un-
confirmed service request to the master.

For the master-master communication relationship only the logical connection for
- acyclic data transfer
may exist.

If a connection for cyclic data transfer is to be configured between two mas-
ters, then one of the two masters shall emulate the slave for this connection.
This connection is valid as a masterslave communication relationship. It is
called a connection for cyclic data transfer with or with no slave initiative.

A connectionless communication relationship is either used for multicast data
transfer (also called "one-to-many" communication relationship), or for broad-
cast data transfer (also called "one-to-all" communication relationship). These
communication relationships are always in the data transfer phase and are not
distinguished further.

6.2.1 LLI Addressing

An application process shall address its communication relationships with the
help of communication references (CREF). Each CREF is assigned to exactly one
local Link Service Access Point (local LSAP) of the Layer 2 (see PROFIBUS Data
Link Layer, SSAP). On the other hand, some appointed local LSAPs may be assigned
to multiple CREFs. Furthermore each CREF is assigned to exactly one LLI Service
Access Point (LLI SAP). The assignment between CREF, the local LSAP and the LLI
SAP is configured in the Communication Reference List (CRL) specifically to each
communication relationship.

The CRL also contains the assignment of the CREF to:

- the remote address (see PROFIBUS Data Link Layer, rem_add) and
- the related remote LSAP (see PROFIBUS Data Link Layer, DSAP)
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The LLI provides two service access points at the interface to the LLI user. The
FMS shall use for all services the LLI SAP 0. The FMA7 shall use for all remote
services the LLI SAP 1.

The LLI tests for every service request at the LLI user - LLI interface whether

the service request may be assigned to a Layer 2 address (remote address, remote
LSAP) which is configured in the CRL (see LLI CRL definition below). If the
service request could be assigned to a Layer 2 address, the LLI enters the LLI
SAP into the LLI PDU and delivers it to Layer 2 for transmission. Otherwise a
fatal error has occurred. In this case the LLI ignores the service request and
issues an error indication to the FMA7.

Upon receipt of a LLI PDU, the LLI tests whether the PDU could be assigned to a
communication relationship which is registered in the CRL. If the PDU could be
assigned to a CREF, the LLI delivers the received PDU to the LLI user at the as-
signed LLI SAP. PDUs which could not be assigned to a CREF are ignored by the
LLI (see LLI CRL definition below).

To ensure a uniform access to all PROFIBUS stations by configuration or diagnos-
tic devices, every station which supports the remote management services as re-
sponder, shall reserve the LSAP 1 and the CREF 1 for the default management con-
nection (see FMAY). All other stations which do not support remote management,
shall not use the LSAP1 and the CREF 1.

These assignments and definitions are shown in the following figure.

*% *kkkkkkkkkkkkhk *kkkk kkkkhhkhhkk *kkkkkkkkkkkkhk —

Application Process  ** *=
FMS User * FMAY User * =
* H#2 #3 #4 #5 ** #6 #7 #8 * =

*****O*********O***O***o****** *****0*********O***o********** =
! Lo ! o =

EE

= LLI SAPO LLI SAP 1 =
= cnhonnnnhbbon A M b M
= | g ! I =
= %%%!%%% %!%!%!% %%%!%%% %!%!%% =
= %17 % % 19 % % 18 % % 15 % =
= %%%!%%% %!%!%!% %%%!%%% %!%!%% =
—======I I=1=1 =l I=l============
! v ! Y,
! I''Rem_add2/ ! I Rem_add5/
! 11 DSAP2/ ! IDSAP =1/
! I'LLISAP=0 ! ILLISAP =1
! v ! !
\Y, I Rem_add3/ ! V
Rem_add1/ I DSAP3/ ! Rem_add6/
DSAP1/ ILLISAP=0 V DSAP =1/
LLISAP=0 V Rem_add7/ LLISAP=1
Rem_add4/ DSAP =1/
DSAP4/ LLISAP =1
LLISAP=0
Legend: #n  : Communication Reference (CREF)
o] : Communication End-point
Loc_add : Source FDL Address (see PROFIBUS Data Link Layer)
—===== 9%0%%% %%
= = :Device % % :LSAP
—===== 9%0%%% %%
""" . . LLI SAP
======  gCjiT* !LLISAP=  TDI( . R | 1sceefe : R .1 /F51T 1scedudn.l
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Data Transfer Confirmed (DTC)

The service Data Transfer Confirmed is mandatory. It permits the transmission of
the LLI user PDUs for confirmed LLI user services with exception of Initiate
PDUs on connection-oriented communication relationships.

Table 2. Data Transfer Confirmed

+ S S +

| | | |

I Parameter Name l.req l.res!

! l.ind l.con !

+ +  — +

I Argument M

I Communication Reference M
I LLI SAP IM

I Data M

! o

! Result T M

I Communication Reference I I M !
I LLI SAP 1T M

I Data I T M

+ S S +

Argument
The argument contains the parameters of the DTC.req and DTC.ind primitives.

Communication reference

The parameter shall specify the identifier of the associated connection in the
LLI CRL.

LLI SAP

The parameter specifies the LLI service access point over which the service is
executed.

Data

The parameter contains the LLI user PDU (confirmed Request PDU).

Result
The parameter shall indicate that the DTC service has been executed.

Data
The parameter contains the LLI user PDU (confirmed Response PDU).

Execution of the service Data Transfer Confirmed at the LLI user - LLI interface
(the service primitives are abbreviated as DTC.xxx):

Requester: Responder:
LLI User LLI LLI LLI User
| ===l =
! !

DTC.req ! I DTC.ind
<CREF, LLI SAP, ! I <CREF, LLI SAP,
Data> ! I Data>
--------------- >|-- N FR——,
DTC.con ! I DTC.res
<CREF, LLI SAP, ! I <CREF, LLI SAP,
Data> ! I Data>
SR I-- S P S

Figure 23. DTC Sequence
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Data Transfer Acknowledged (DTA)

The service Data Transfer Acknowledged is optional. It permits the transmission
of the LLI user PDUs for unconfirmed LLI user services over connection-oriented
communication relationships.

Table 3. Data Transfer Acknowledged

+ S — +

! Pl

I Parameter Name l.req!
! Lind !

+ ot

I Argument I'M !

I Communication Reference I'M !
I LLI SAP I'M!

I Priority I'M !

I Data I'M !

+ R — +

Argument
The argument contains the parameters of the DTA.req and DTA.ind primitives.

Communication reference

The parameter specifies the identifier of the associated connection in the LLI
CRL.

LLI SAP

The parameter specifies the LLI service access point over which the service is
executed.

Priority

The parameter shall indicate the priority of the DTA service. It may take the
value <LOW> (low priority) or <HIGH> (high priority).

Data

The parameter contains the LLI user PDU (unconfirmed request PDU).

Execution of the service Data Transfer Acknowledged at the LLI user - LLI inter-
face (the service primitives are abbreviated as DTA.xxXx).

Requester: Receiver:
LLI User LLI LLI LLI User
===l =======|
! !
DTA.req ! I DTA.ind
<CREF, LLI SAP, ! ! <CREF, LLI SAP,
Priority, Data> ! ! Priority, Data>
------------------- >|-- N

Figure 24. DTA Sequence
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Data Transfer Unconfirmed (DTU)
The service Data Transfer Unconfirmed is optional. It permits the transmission

of the LLI user PDUs for unconfirmed LLI user services on connectionless commu-
nication relationships.

Table 4. Data Transfer Unconfirmed

+ S — +

! Pl

I Parameter Name l.req!
! Lind !

+ ot

I Argument I'M !

I Communication Reference I'M !
I LLI SAP I M !

I Priority I'M !

I Data I'M !

+ B — +

Argument
The argument contains the parameters of the DTU.req and DTU.ind primitives.

Communication reference

The parameter specifies the identifier of the associated connection in the LLI
CRL.

LLI SAP

The parameter specifies the LLI service access point over which the service is
executed.

Priority

The parameter shall indicate the priority of the DTU service. It may take the
value <LOW> (low priority) or <HIGH> (high priority).

Data

The parameter contains the LLI user PDU (unconfirmed request PDU).

Execution of the service Data Transfer Unconfirmed at the LLI user - LLI inter-
face (the service primitives are abbreviated as DTU.xxx).

Requester: Receiver:
LLI User LLI LLI LLI User
| ===l
! !
DTU.req ! ! DTU.ind
<CREF, LLI SAP, ! I <CREF, LLI SAP,
Priority, Data> ! ! Priority, Data>
------------------- >|-- >

Figure 25. DTU Sequence
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Abort (ABT)

The service Abort is mandatory. It permits the release of a logical LLI connec-
tion. Execution of the services DTC and DTA is only permissible after a new con-
nection establishment.

Table 5. Abort

+ S S +

1 o

I Parameter Name l.req lind !
+ S S +

I Argument IMIT M

I Communication Reference IMI M!
I LLI SAP IM I M!

I Locally Generated M

I ldentifier IM!I M!

I Reason Code IM!I M
I Additional Detail Icl! c!

+ S S——

Argument
The argument contains the parameters of the ABT.req and ABT.ind primitives.

Communication reference

The parameter specifies the identifier of the associated connection in the LLI
CRL.

LLI SAP

The parameter specifies the LLI service access point over which the service is
executed.

Locally Generated

The parameter shall indicate whether the Abort was initiated by the local LLI
(local) or by the communication partner (remote).

Identifier

The parameter shall indicate where the reason for the connection abort was iden-
tified (user, LLI user, LLI or Layer 2).

Reason-Code
The parameter specifies the reason for the connection abort.

Additional Detalil

The parameter depends on ID and RC. It contains additional information about the
connection release.

Execution of the Abort service at the LLI user - LLI interface (the service
primitives are abbreviated as ABT.xxx).

Requester: Receiver:
LLI User LLI LLI LLI User
=1 | —===
! !
ABT.req ! I ABT.ind
<CREF, LLI SAP, ! I <CREF, LLI SAP,
ID, RC, AD> ! I LG, ID, RC, AD>
................. >l e >

Figure 26. ABT Sequence
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6.2.5 Interface between LLI and FMAY for local functions

In this clause the services and their parameters at the interface between FMA7
and LLI are specified.

Overview of Services

The LLI provides the following services at the interface to FMA7:
- LLI-Reset :reset of the LLI

- LLI-Fault : error notification of the LLI

Optionally, the LLI may additionally provide the following services at the in-
terface to FMA7Y:

- LLI-Disable : disabling of the LLI

- LLI-Load-CRL : loading of the LLI CRL
- LLI-Read-CRL : reading of the LLI CRL
- LLI-Enable : enabling of the LLI

- LLI-Ident : identification of the LLI
LLI-Reset

The service LLI Reset is mandatory. With a LLI Reset.req primitive the FMA7
causes a restart of the LLI as at power-on. This service is always permissible,
independently of the current LLI state. Immediately after receiving a LLI Re-
set.req primitive the LLI issues a LLI Reset.con primitive to the FMA7 which in-
dicates the beginning of the restart.

Table 6. LLI-Reset

+ S — S — +

! N

I Parameter Name l.req l.con!
+ s S

I Argument M

! L

I Result M

+ e

Argument
The argument contains no parameters.
Result

This parameter shall indicate that the LLI-Reset service has been executed.
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LLI-Disable

The service LLI-Disable is optional. With the LLI-Disable service the LLI is
disabled for data communication on all communication relationships with the ex-
ception of the management connection (CREF 1). All currently established connec-
tions with the exception of the management connection shall be released.

After receiving a LLI-Disable.req primitive the LLI cancels all LLI state ma-
chines related to the CREF and associated services, except for the management
CREF machines (see connection establishment definition). Subsequently, the LLI
deactivates all activated LSAPs (0, 2 to 63, NIL). Then the LLI state changes to
LLI-DISABLE (see start of LLI definition) and a LLI-Disable.con primitive is is-

sued to FMA?7.

Table 7. LLI-Disable

+ e

! Fero

I Parameter Name l.req !.con!
+ e

I Argument Mt

! rro

I Result I M

+ + Fommee +

Argument

The argument contains no parameters.

Result

This parameter shall indicate that the LLIDisable service has been executed.

LLI-Load-CRL

The service LLI-Load-CRL is optional. The FMA7 delivers the LLI CRL header or
the static part of a LLI CRL entry to the LLI with the service LLI Load CRL (see

LLI CRL definition). At the time of delivery of the LLI-Load-CRL.req primitive

the LLI shall be in the state LLI-DISABLE or in the state LOADING-CRL (see LLI
state machine definition). After the execution of the service the LLI issues a
LLI-Load-CRL.con primitive to FMA7.

Table 8. LLI Load CRL

+ R
I Parameter Name l.req l.con!
+ + . +
I Argument M

I LLI CRL Header 1St 1
I LLI CRL Entry 1S 1

I R

I Result(+) I 1S

I [

I Result(-) I IS

I Error Type M

+ S R —

Argument

The argument contains the parameters of the LLI-Load-CRL.req primitive.
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LLI CRL header

This parameter contains the header of the LLI CRL.
LLI CRL entry

This parameter contains the static part of a LLI CRL entry.

Result(+)

The result(+) parameter shall indicate that the LLI-Load-CRL service was exe-
cuted successfully.

Result(-)

The result(-) parameter shall indicate that the LLI-Load-CRL service failed. In

this case neither the LLI header, nor a LLI CRL entry is written into the LLI
CRL.

Error Type

This parameter contains information on why the LLI-Load-CRL service failed. The
parameter may take the following values:

Table 9. Error Codes

+ + +

! Code! Meaning !

+ + +

I'LR ! Service could not be executed, as resources not !
! I sufficient

I SC ! Service not allowed in this state (state conflict) !
11V | Parameter error (static part of the LLI CRL Entry !
I Tlinvalid).

+ + +

LLI-Enable

The service LLI-Enable is optional. The loading of the LLI CRL shall be termi-
nated with the service LLI-Enable. This service is only permitted in the state
LOADING-CRL.

Upon receipt of a LLI-Enable.req primitive in the state LOADING-CRL the LLI re-
quests the necessary resources to create the dynamic part of the LLI CRL (see
LLI CRL definition). If the necessary resources are present, the LLI initializes

the dynamic part of the LLI CRL. Then the LLI issues a LLI-Enable.con (R+) to
FMA7. If the service failed, the LLI changes the current state to LLI-START and
issues an LLI-Enable.con (R-) to FMAY. In this case the LLI remains disabled for
data communication on all communication relationships with the exception of the
management connection (CREF 1).

Table 10. LLI Enable

+ S S — +
! Fro

I Parameter Name ! req l.con!
+ S SR SR +
I Argument I'M ! !

! Fro

I Result(+) I 1S

! Fro

I Result(-) I 1S

I Error Type M

I Error CREF I 1 C!

+ S S

Argument

The argument contains no parameters.
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Result(+)

The result(+) parameter shall indicate that the LLI-Enable service was executed
successfully.

Result(-)
The result(-) parameter shall indicate that the LLI-Enable service failed.
Error Type

This parameter contains information on why the LLI-Enable service failed. The
parameter may take the following values:

Table 11. Error Codes

+ + +

I Code! Meaning !

+ + +

LR ! Service could not be executed, as resources not !
! I sufficient !

1 SC ! Service not allowed in this state (state conflict) !
'V !'no valid CRL available (CRL invalid) !
+ +

Error CREF

The parameter specifies at which CREF the LLI-Enable service was aborted by the
LLI. The parameter is only present for the Error Type = LR.

LLI-Read-CRL

The service LLI-Read-CRL is optional. The LLI CRL header or a LLI CRL entry
(subset of the static and dynamic part of the LLI CRL) shall be read with the
service LLI-Read-CRL. The communication reference 0 shall be used to read the
LLI CRL header. The corresponding communication reference shall be given to read
a LLI CRL entry. If this communication reference is not in use, the service re-

turns LLI-Read-CRL.con(R-).

Table 12. LLI-Read-CRL

I Parameter Name l.req !.con!
+ S SR —

I Argument M1

I Communication Reference Y I
! Foro

I Result(+) 1 1S

I LLI CRL Data I I M

! Forol

I Result(-) I 1S

I' Error Type M

+ S — S — +

Argument
The argument contains the parameters of the LLI-Read-CRL.req primitive.
Communication reference

The value 0 shall be given here to read the LLI CRL header. For reading the LLI
CRL entry this parameter specifies the communication reference of the LLI CRL
entry.
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Result(+)

The result(+) parameter indicates that the LLI-Read-CRL service was executed
successfully.

LLI CRL Data
This parameter contains the LLI CRL header or a subset of the LLI CRL entry.

If the parameter contains the LLI CRL header, the structure and the meaning are
specified as in the LLI CRL structure definition (Structure of the LLI CRL).

If the parameter contains a subset of a LLI CRL entry with CREF > 0, the struc-
ture is as follows:

Static Part: Dynamic Part:
+-mmm- + + + + +
I ICREF I IMANDA-! Status !
IM oo + I TORY! !
I'A !Local LSAP I+ + +
IN e + ! I Actual Remote Address!
I'D I'Remote Address ! | C + +
FA A+ + 1 O !'Actual Remote LSAP !
I'T ! Remote LSAP TN+ +
O Ao + ! D ISCC !
'R !LLI Context Frl o+ +
'y + + I' T IRCC !
I ILLI SAP P+ +
+--—+ + 1 O ISAC !
ICON- ! CClI ' N + +
et e + ' A IRAC !
IDITI-! Multiplier P o+ +
I+ + ! 1Poll Entry Enabled !
IONAL ! Connection Attribute! + + +

s L +

Figure 27. Structure of the excerpt from the LLI CRL Entry (Structure of the
LLI CRL)

The meaning of the individual attributes corresponds to the specifications in
the LLI CRL structure definition.

Result(-)

The Result (-) parameter indicates that the service LLI-Read-CRL failed.

Error Type

This parameter contains information on why the LLI-Read-CRL service failed. The
parameter may take the following values:

Table 13. Error Code

+ + +

I Code! Meaning !

+ + +

INE !'LLI CRL entry not available (non existent) !
+ + !
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LLI-Ident

The service LLI-Ident is optional. It permits FMA7 to request vendor and release
of the LLI software and controller type and release of the LLI hardware.

After receiving the LLI-Ident.req primitive the LLI issues the requested identi-
fication report to FMA7.

Table 14. LLI-ldent

+ + S +
I Parameter Name l.req l.con!
+ S — S — +
I Argument M

I [

I Result M

I Vendor Name I M
I Software Release 1T M
I Controller Type I M

I Hardware Release M
+ S R R—

Argument

The argument contains no parameters.

Result

The Result parameter shall indicate that the LLI-Ident service was executed.
Vendor Name

This parameter states the vendor name of the LLI software.

Software Release

This parameter states the revision of the LLI software.

Controller Type

This parameter states the vendor and the hardware, on which the LLI is imple-
mented.

Hardware Release

This parameter states the revision of the hardware on which the LLI is imple-
mented.

LLI-Fault

The Service LLI-Fault is mandatory. It is used by the LLI to indicate a fatal
error to FMAY7.

Table 15. LLI-Fault

| Parameter Name Lind !

+ S +

I Argument ' M !

I Communication Reference I'M !
I Reason Code ' M !

I Additional Detail I C !

+ S +
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Argument
The argument contains the parameters of the LLI-Fault.ind primitive.
Communication reference

This parameter specifies the identifier of the related communication reference
in the LLI CRL.

If an error cannot be assigned to a CREF, the value NIL shall be given here.
Reason Code

This parameter contains the error number. The values of the reason codes are
specified in the formal LLI state machine definition.

Additional Detalil

This parameter depends on the Reason Code and contains additional details about
the reason of error.

6.2.6  LLI Communication Relationship List (LLI CRL)

The Communication Relationship List (CRL) of a station shall contain the de-
scription of all communication relationships to the other PROFIBUS stations in-
dependent of the time of usage. The CRL is created individually for every
PROFIBUS station at the time of configuration. It is loaded with network manage-
ment services (FMAY) or it is locally present. Every CRL entry completely de-
scribes a communication relationship. An entry is uniquely selected by the com-
munication reference (CREF).

That part of the CRL which is relevant for the LLI is called LLI CRL. The LLI

CRL contains the assignments between the communication references (CREF), the
addressing of Layer 2 and that of LLI. Moreover, the communication contexts, the
control mechanisms etc. are configured in the LLI CRL.

6.2.6.1 Structure of the LLI CRL
The LLI CRL consists of a header, a static and a dynamic part.

The header of the LLI CRL contains information about the number of the LLI CRL
entries, the control interval for the connection establishment and release and,
if required, the Poll List LSAP. The LLI CRL header is stored at CREF 0.

The static part is defined during configuration and describes the static attrib-
utes of a communication reference. The static part of the LLI CRL may be located
in a ROM.

The dynamic part of the LLI CRL contains the dynamic attributes of a connection.
This part is controlled only by the LLI and shall be located in a random access
memory. Some attributes in the dynamic part of the LLI CRL may be omitted or re-
main unused depending of the type of communication reference.

! mandatory I conditional !

+ + + + +

I CREF O ! Number of LLI CRL ! ASS/ABT CI ! Poll List LSAP !
! ! Entries ! ! !

+ + + + +

Figure 28. Structure of the LLI CRL Header
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Meaning of the attributes of the LLI CRL headers:

Number of LLI CRL Entries

It specifies the number of entries in the LLI CRL. The CREFs of the entries
starts with CREF 2 and shall be continued in sequence without gaps. The CREF 1
shall be additionally configured in the CRL if the station supports remote man-
agement functions as a server (the default management connection is configured
in the server at CREF 1).

ASS/ABT-CI

It contains the time interval for the control of the connection establishment
and connection release.

Poll List LSAP

It specifies the local Service Access Point of the Layer 2 which contains the
Poll List. It is only necessary to specify this parameter at master stations
which have connections for cyclic data transfer to master or slave stations, or
connections for acyclic data transfer to slave stations. This attribute may take
the values 0, 2 to 62 and NIL. The description and the structure of the static
part of the LLI CRL (entries) is shown below.

+==+== + === t======+==//==+======+
! ! CREF ! ! ! !
I'M + + +--/[--+ +
! ! Local LSAP ! ! ! !
A + S S— Y ) R S — +
I | Remote Address bor ol
I'N + + By ) [ +
! I Remote LSAP ! ! ! !
S!'D + + + - +

bl 'for high priorPDU ! I 1 1
I' A I Max !tobe sent Fror

Al ! + + S | B R +
I'T ! I'forlow priorPDU I I 1 |
! ! ! to be sent ! ! ! !
T!O ! L sdu + + -]+ +
! ! ! for high prior PDU ! ! ! !
IR ! I to be received ! ! ! !

! + + By ) R —— +

|
|
N
'Y | Lengths ! for low prior PDU ! ! ! !
! ! 'to be received ! ! ! !

c! + + + +--//--+ +

! I LLI Context ! ! ! !

! + + +--/[--+-—---+
! I LLI SAP ! ! ! !

+ + + +enff-mteannn- +
! I CCI ! ! ! !

I+ + e +
ICONDI-!" Multiplier ! ! ! !

I + + +--ff--1---+
ITIONAL! Connection Attribute ! ! ! !
I + + S /A S—
1

! I Max Length for low prior ! ! ! !
I ! LLIUser PDU to bereceived ! I 1 I
+==+== + + === t======+==//==+======+

Figure 29. Structure of the LLI CRL (Entries), static Part

Meaning of the attributes in the static part of the LLI CRL:

CREF (Communication reference)
The CREF specifies a locally unique identifier for the communication reference.
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Specifies the local Service Access Point of Layer 2, which shall be used for
this communication reference. The range of values for this attribute is shown in

the following table. On connections for cyclic data transfer or master-slave
connections for acyclic data transfer the Poll List LSAP shall be configured for

this attribute in the LLI CRL of the master (see header of LLI CRL). For cyclic
connections between two masters, that master which has not configured the Poll
List SAP for this attribute shall emulate the slave.

Remote Address

It states the FDL address (Rem_add) of the remote station for this CREF. The
range of values for this attribute is shown in Table 92.

Remote LSAP

It states the destination Service Access Point of the Layer 2. The range of val-
ues for this attribute is shown in table below.

Table 16. Range of Values for the Layer 2 Addressing

+ + +=== + + =+= +

N !
!1)!2)!3)!4)!5)!6)!7) !
I I I i 1 I I

I range of values for the attribute Local LSAP !
] ]

10,2'0,2'!'0 10,2 10,2 10,2 !
lto !to !'to !to ! lto !to !
162, '62, '62, 162, ! 63 !62, 162, !
INIL !'NIL !NIL !'NIL ! I'NIL ! NIL !

! ! ! ! ! ! ! !

! !

I range of values for the attribute Remote Address !
! !

10 !'0o !0 ! 10 ! 10 !
lto !'to !to ! lto ! I'to !
1126 1126, !'126, '127 '126, 127 !'126, !
! FAIL TAI ! FAI ! LAl !

! ! ! ! ! ! !
]
range of values for the attribute Remote LSAP !
|

10 !0,21!0,2! 10,210,2'0,2 !
'to !to !to ! lto !'to !to !

162, 162, 162, ! 63 162, 162, !62, !
INIL !'NIL, !'NIL, ! I'NIL, 'NIL !NIL, !

! FAIL TAI ! AN ! LAl !

+ + + + + + + +

I Explanations: !

I ' 1): requester on all connections !

I 2): requester/responder on one Master-Master connection !

I for acyclic data transfer !

I 3): responder on all connection types !

I'4): requester on one Broadcast Communication Relationship!
I 5): receiver on one Broadcast Communication Relationship !
I 6): requester on one Multicast Communication Relationship!

I 7): receiver on one Multicast Communication Relationship !

+ +

For connection-oriented communication relationships (see table above columns 1,
2 and 3) the specification of "requester" or "responder” relates only to the

connection establishment.
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Max L_sdu Lengths

The maximum Lsdu lengths (a to d) shall be calculated by FMA7 related according
to user declarations and entered into the CRL. The values shall be in the range
of 0 to 242 bytes.

a) Maximum L_sdu length for high priority PDUs to be sent

It indicates the maximum length of a L _sdu with which a high priority LLI PDU
may be sent. The value 0 shall be specified here for communication relationships
which do not use high priority LLI user services.

b) Maximum L_sdu length for low priority PDUs to be sent

It indicates the maximum length of a L_sdu with which a low priority LLI PDU may
be sent.

¢) Maximum L_sdu length for low priority PDUs to be received

It indicates the maximum length of a L_sdu with which a high priority LLI PDU

may be received. The value 0 shall be specified here for communication relation-
ships which do not use high priority LLI user services.

d) Maximum L_sdu length for low priority PDUs to be received
It indicates the maximum length of a L_sdu with which a low priority LLI PDU may

be received.

LLI Context

The LLI context contains the attributes of a communication relationship, which
shall be compatible with the corresponding attributes of the communication part-

ner.
+ + + + + —
I'TYPE ! max SCC ! max RCC ! max SAC ! max RAC ! ACI !
+ + + + + —

Figure 30. LLI Context.

TYPE specifies the type of a communication relationship:
- MMAC : master-master connection for acyclic data transfer

- MSAC : master-slave connection for acyclic data transfer with
no slave initiative
- MSAC_SI : master-slave connection for acyclic data transfer with
slave initiative
- MSCY : master-slave connection for cyclic data transfer with
no slave initiative (see note in subclause 4.3.1.2)
- MSCY_SI : master-slave connection for cyclic data transfer with
slave initiative (see master master communication relationship)
- BRCT : Broadcast communication relationship
- MULT : Multicast communication relationship

Slave initiative (S1) means that the slave may initiate the LLI service "DTA".

max SCC (maximum value of Send Confirmed Request Counter)

On connections for acyclic data transfer at the master, this attribute specifies

the permitted maximum number of parallel confirmed LLI user services to the re-
mote communication partner (outstanding responses of the remote LLI). This cor-
responds to the necessary number of DTC requester state machines. In all other
cases max SCC has the value 0.

max RCC (maximum value of Receive Confirmed Request Counter)

At the master (master-master communication relationship) or at the slave this
attribute specifies for connections for acyclic data transfer the maximum per-
mitted number of parallel confirmed LLI user services of the remote communica-
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tion partner (outstanding responses of the LLI user). This corresponds to the
necessary number of DTC responder state machines. In all other cases max RCC has
the value O.

max SAC (maximum value of Send Acknowledged Request Counter)

For all types of connections this attribute specifies the permitted maximum num-
ber of parallel unconfirmed LLI user services to the remote communication part-
ner (outstanding acknowledges of the remote LLI). This corresponds to the neces-
sary number of DTA requester state machines.

For slave stations with no initiative and for connectionless relationships max
SAC has the value 0.

max RAC (max. value of Receive Acknowledged Request Counter)

For all types of connections this attribute specifies the maximum permitted num-
ber of unconfirmed LLI user services of the remote communication partner (out-
standing free buffer). This corresponds to the necessary number of DTA acknowl-
edge state machines).

At the master of a master-slave communication relationship with no slave initia-
tive and for connectionless communication relationships max RAC has the value 0.

ACI (Acyclic Control Interval)

This attribute specifies the receive control interval time for the idle connec-
tion control on connections for acyclic data transfer (see subclause 4.3.4.3.2).
If the connection control shall not be activated, the value 0 shall be config-
ured here. For connections for cyclic data transfer and for all connectionless
communication relationships the value 0 shall be configured for ACI.

LLI-SAP
This attribute specifies the LLI SAP which is configured for this communication
relationship. If this attribute has the value 0, the assigned LLI user is FMS.

If this attribute has the value 1, the assigned LLI user is FMA7. The LLI users
are statically assigned to a LLI SAP (see section 2.1).

CCI (Cyclic Control Interval)

This attribute specifies the control interval time of the connection control on
connections for cyclic data transfer (see subclause 4.3.4.3.2).

If this control shall not be executed at a slave, the value 0 shall be config-
ured here.

This attribute is not necessary for connections for acyclic data transfer and
for all connectionless communication relationships.

Multiplier

For connections for cyclic data transfer at the master side, this attribute
specifies how often the remote address (Rem_add) and the associated remote LSAP
(DSAP) of this CREF shall be entered in the Poll List. The poll interval of

Layer 2 may be shortened by this means. It allows connections to be prioritized

over other connections for cyclic data transfer. The range of attribute values
comprises all values between 1 and 255.

The multiplier is not necessary for all other communication relationships.
Connection attribute

It contains further information about the connection type for connection-
oriented communication relationships (see connection attributes). The range of
values comprises the values "D", "I" and "O".

"D" : defined connection (master-master- or master-slave connection)

"I" . open connection at the requester (master-master connection)

"O" : open connection at the responder (master-master- or
master-slave connection)

This attribute is not necessary for connectionless communication relationships.
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Maximum length for low priority LLI user PDUs to be received

For connections for cyclic data transfer this attribute specifies the maximum
length of the low priority LLI user PDUs to be received in order to define the
size of the Image Data Memory (IDM). The attribute is not necessary for all
other communication relationships.

The structure of the dynamic part of the CRL (entries) is shown in the table be-

low:
+==+4== + + === +======4==/[/==+======+
! IMANDA-! IStatus ! ! ! !
I ITORY ! ! ! ! ! !
[ S— + + + +--/[--! +
1 ! IActual Remote Address ! ! ! !
1 ! IActual Remote LSAP ! ! ! !
1 At- + + U ) R +
1 I tributes!SCC ! ! ! !
'l lused + + +eef-+ +
1'1 C lintern- 'IRCC ! ! ! !
ID! O lally by + +emmeee o[- +
IY! N !'LLI ISAC ! ! ! !
IN!' D !for + + teeff--+ +
IAT |1 ! Admin- 'RAC ! ! ! !
IM!I'T listra- + + +--/[--+ +
Nl Ition !HMA ! ! ! !
IC! O !ofthe +--—-+ +emneee o[- +
'l N !'Communi-! | Request Invoke ID! I 1 |
'l A lcation !D+ + +--/[--+ +
'L !'Rela- !'M! LLIUserPDU ! ! ! !
11 ltion- +---+ + R —— +
'l Iship !Poll Entry Enabled ! ! I I
1 ! + + R R S +
1 ! ! New ! ! ! !
1 ! + + R R S +
1 ! ! ol ! ! ! !
$==4== + + === t====—=—+==/[==+======+

Figure 31. Structure of the LLI CRL (Entries), dynamic Part

Meaning of the attributes in the dynamic part of the LLI CRL:

The attributes in the dynamic part of the LLI CRL are administered only by the
LLI internally. They shall not be configured.

Status

This attribute contains the status of all state machines of the communication

relationship.
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+ + + +---//
I CN Estab. / CN Release / Open ! DTC Req.1 ! DTC Req.2!
+ + + +---//
[+ + + +---//

IDTC Req.m ! DTC Res.1! DTC Res.2 !
-+ + + +---//
/---+ + + +---//

IDTC Res.n! DTA Req.1 ! DTA Req.2'!
-+ + + +---//
-+ + + +---//

I DTA Req.0 ! DTA Ack.1! DTA Ack.2 !
1+ + + +---//
[+ + +

I DTA Ack.p ! IDLE.req!
/l---+ + +

Estab. = Establishment, m = max SCC, n = max RCC, o = max SAC,
p = max RAC

Figure 32. Structure of the Status Attribute for Connections(CN) for Acyclic
Data Transfer at the Master

For master-slave connections the status attributes DTC-Res.1 to m are omitted.
For master-slave connections with no slave initiative the status attributes DTA-
Ack.1 to p are omitted.

+ + + +---/1
I CN Estab. / CN Release / Open ! DTC Res.1 ! DTC Res.2 !
+ + + +---//
---+ + + +---//
!DTC Res.n! DTAReq.1! DTAReq.2!
I---+ + + +---//
1---+ + + +---//
IDTAReq.0! DTA Ack.1 ! DTA Ack.2 !
---+ + + +---//
/[---+ + +
! DTA Ack.p ! IDLE.req !
[---+ + +

Estab. = Establishment, n = max RCC,0 = max SAC, p = max RAC

Figure 33. Structure of the Status Attribute for Connections (CN) for Acyclic
Data Transfer at the Slave

For master-slave connections with no slave initiative the status attributes DTA-
Req.1 to o are omitted.
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+ + + +---//
I CN Estab. / CN Release / Open ! DTC Req. ! DTA Req.1!
+ + + +---//

/[---+ + + +--/[---+ +
I DTA Req.0! DTA Ack.1! DTA Ack.2 ! ! DTA Ack.p!
/]---+ + + SRy ) S — +

Estab. = Establishment, o = max SAC, p = max RAC

Figure 34. Structure of the Status Attribute for Connections for Cyclic Data
Transfer at the Requester (Master)

For master-slave connections with no slave initiative the status attributes DTA-
Ack.1 to p are omitted.

+ + + +---1/

I CN Estab. / CN Release / Open ! DTC Res. | DTA Req.1!
+ + + +---/1

//---+ + + Sy R +
I DTAReq.0 ! DTA Ack.1 ! DTA Ack.2 ! I DTA Ack.p!
//---+ + + Sy R +

Estab. = Establishment, o = max SAC, p = max RAC

Figure 35. Structure of the Status Attribute for Connections for Cyclic Data
Transfer at the Responder (Slave)

For master-slave connections with no slave initiative the status attributes DTA-
Req.1 to o are omitted.

Structure of the Status Attribute for a Broadcast / Multicast
Communication Relationship at the Requester:

[ R — +
I DTU Requester !
Fommmmm e +

Structure of the Status Attribute for a Broadcast / Multicast
Communication Relationship at the Receiver:

R +
I DTU Receiver!
R +

Figure 36. Structure of the Status Attribute for a Connectionless Communication
Relationship

Actual Remote Address

For connections with the connection attribute "O" which are not in the state
"CLOSED" (see connection establishment and release), this attribute contains the
FDL address (Rem_add, range of values 0 to 126) of the communication partner
with has initiated the connection establishment for this CREF. In all other
cases this attribute is not necessary.
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Actual Remote LSAP

For connections with the connection attribute "O" which are not in the state
"CLOSED", this attribute contains the local LSAP (DSAP range of values 0, 2 to
62) of the communication partner which has initiated the connection establish-
ment for this CREF. In all other cases this attribute is not necessary.

SCC (Send Confirmed Request Counter)
For connections for acyclic data transfer at the master this attribute specifies

the number of DTC requester state machines which are currently in use (i.e. not
in the state "DTC-WAIT-FOR-REQ"). In all other cases SCC is not necessary.

RCC (Receive Confirmed Request Counter)

For connections for acyclic data transfer at the master (master-master communi-
cation relationships) or at the slave, this attribute specifies the number of
DTC responder state machines which are currently in use (i.e. not in the state
"DTC-WAIT-FOR-REQ-PDU"). In all other cases RCC is not necessary.

SAC (Send Acknowledged Request Counter)

For connections this attribute specifies the number of DTA requester state ma-
chines which are currently in use (i.e. not in the state "DTA-WAIT-FOR-REQ). For
slave stations with no initiative and for connectionless communication relation-
ships SAC is not necessary.

RAC (Receive Acknowledged Request Counter)

For connections this attribute specifies the number of DTA acknowledge state ma-
chines which are currently in use (i.e. not in the state "DTA-WAIT-FOR-REQ-
PDU"). For the master of a master-slave connection with no slave initiative and

for connectionless communication relationships RAC is not necessary.

IMA (ldle Machine Activated)

On connections for acyclic data transfer with connection control this attribute
specifies whether the Idle state machine is in use (i.e. not in the state "IDLE-
WAIT-FOR-REQ").

This attribute may take the following values:
false: Idle State machine is in the state "IDLE-WAIT-FOR-REQ".
true : Idle state machine is not in the state "IDLE-WAIT-FOR-REQ".

For all communication relationships which do not perform idle control this at-
tribute is not necessary.

IDM (Image Data Memory)

The image data memory is only used by the LLI on connections for cyclic data
transfer. For all other communication relationships this attribute is not neces-
sary.

Request Invoke ID
The LLI of the requester stores the Invoke ID of the LLI user request PDU here.

LLI user PDU

The LLI of the requester stores the LLI user response PDU here. The LLI of the
responder stores the LLI user request PDU here. The size of this attribute cor-
responds to the maximum LLI user PDU length for low priority messages to be re-
ceived, see static part of the CRL.

Poll Entry Enabled

The attribute Poll Entry Enabled (PEE) is used by the LLI at the master of a
master slave connection to administer the status of the Poll List entry of this
communication reference.

This attribute may take the following values:
false: The Poll List entry in Layer 2 is locked, i.e. the registered
station (Rem_add/DSAP) is not polled.
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true: The Poll List entry is unlocked, i.e. the registered
station (Rem_add/DSAP) is polled.

For all other communication relationships this attribute is not necessary.

New

This attribute is used by the LLI on master-slave connections for cyclic data
transfer at the slave to indicate the execution of a new request (receipt of a
DTC_REQ_PDU with new Invoke ID).

This attribute may take the following values:

true : A new request is being executed.
false: A current request is being executed cyclically.

ol

This attribute is used by the LLI on master-slave connections for cyclic data
transfer at the slave to indicate the execution of the current request after re-
ceipt of a new request (receipt of a DTC_REQ_PDU with new Invoke ID).

This attribute may take the following values:
true : An already active order is executed after receiving a new request.
false: A current request is being executed cyclically.

For all other communication relationships this attribute is not necessary.

6.2.6.2 Connection Attribute

For connection oriented communication relationships the LLI distinguishes three
types of values of the connection attribute:

"D" : Defined connection

For a defined connection the communication partner is uniquely defined by enter-
ing the remote address (Rem_add) and the assigned LSAP (DSAP) in the static part
of the CRL at the time of configuration. Thereby the access protection of
Layer 2 (see PROFIBUS Data Link Layer definition) is permitted in all three
phases of the communication relationship.

"O" : Open connection at the Responder

For open connections no communication partner is defined at the responder at the
time of configuration. In the static part of the CRL the value "ALL" is config-

ured for the remote address and the remote LSAP. So every requester which is
configured is permitted to request a connection establishment from the re-
sponder. If the LLI receives a request for connection establishment it takes the
values of the parameters Loc_add/SSAP from the indication primitive of Layer 2
and enters these into the attributes Actual Remote Address and Actual Remote
LSAP of the dynamic part of the LLI CRL. Then the access protection of Layer 2
is activated. Thereafter the connection behaves like a defined connection.

Upon release of the connection, it returns to the open state.

"I" : Open connection at the requester

If multiple master-master connections for acyclic data transfer use the same lo-
cal LSAP at different times, they are called "open connections at the re-
quester”. At any time only one of these connections is permitted not to be in
the state "CLOSED". The activation of the local LSAP takes place first in the
connection establishment phase. Then this connection behaves like a defined con-
nection. The denomination "requester" or "responder" only refers to the connec-
tion establishment.
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6.2.6.3 Assignment of PDUs and Service Primitives to the Communication Reference

The LLI shall assign all PDUs which are received from Layer 2 and all service
primitives which are received from the LLI - LLI user interface to a communica-
tion reference which is registered in the LLI CRL.

The LLI shall assign a PDU which is received from Layer 2 to that CREF, for
which the value of the LLI SAP contained in the PDU and the values of the local
LSAP, the remote address and remote LSAP contained in the FDL primitive, are
equal to the values configured in the CRL. In addition for a CRL with the con-
nection attribute “I” a FMA service primitive shall be assigned to that CRL
whose state is currently not closed.

PDUs which cannot be assigned to a CREF shall be ignored by LLI.

The LLI assigns a service request, received from the LLI user, to the Layer 2
address (remote address, remote LSAP) contained in the LLI CRL entry.

The Layer 2 address is taken from the LLI CRL entry for which the values of CREF
and LLI SAP of the argument are equal to the values configured in the LLI CRL.

Service primitives at the LLI - LLI user interface which cannot be assigned to a
Layer 2 address shall be ignored by LLI and an error (LLI-Fault.ind) shall be
issued to FMA7Y.
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In order to allow a unique assignment the following conditions shall be ful-
filled by the configuration of the CRL:

Table 17. Assignment of Remote Address, Remote LSAP and Local LSAP to the CREF

+ =4= + —=====+4 +=== +
ICommunica- ! Requester ! Responder/ ! Req. + Res./!
Ition Rela- ! I Receiver ! Receiver !

Group !tionship/ 'Remote ! !'Remote ! !Remote ! !

IConnection !Address,!Local!Address,!Local'Address,!Local!

!
!
!
!
! IAttribute 'Remote ILSAP 'Remote !LSAP !Remote !LSAP !
!

! ! ! Pl !
IMMAC/O ! notallowed ! M (Al)! E ! not allowed !
! ! ! Pl !

! ILSAP | ILSAP | ILSAP ! I
+ =4= + +=====+4 + +=== =+ +
! ! ! I I [
! IMMAC/D ! E!'/'E! E'TE! E 'E!
! ! ! I [ [
[ [ E— S — + e — + S — +
! ! ! I ! !
I'A IMMAC/I ! E ! M ! notallowed ! not allowed !
! ! ! I ! !
! ! + ot ot +
| ]
!
!

+ =4= + ===+ + +=== +

! IMSAC/D ! IM ! . !

! IMSAC_SI/D ! [ Pl !

! IMSCY/D ! E !IPOLL! M !'E !notallowed !

! IMSCY_SI/D ! ILSAP ! Pl !

| ! + + + +----- + +

! IMSAC/I ! ! ! !

! IMSAC_SI/I ! ! ! !

' B IMSCY/I !notallowed ! not allowed ! not allowed !

! IMSCY_SI/I ! ! ! !

! I + + R R —— +

! IMSAC/O ! ! (. !

! IMSAC_SI/O ! ! Il !

I IMSCY/O !notallowed ! M (All)! E ! not allowed !

! IMSCY_SI/O ! ! I !

+ =4= + ===+ + +=== +
! ! ! Fol Pl !

!'C I'BRCT ' M ''E! E ! M Inotallowed !

! ! ! Fol ol !

+ =+= + +=====+4 + +=== +
! ! ! Fol ol !

!'D ' MULT ' M T'E! E ! M Inotallowed !

! ! ! Fol Pl !

+ =4= + ===+ + +=== +
! Explanations: !

! E : only allowed once Req. : Requester !

I' M : allowed several times Res. : Responder !

+ === === === +

The groups shall not use the same values for local LSAP and remote address / re-
mote LSAP respectively, with the exception of the remote address / remote LSAP:
All.

Every communication relationship entered in the LLI CRL shall specify a unique
Layer 2 address. Entries with the same Layer 2 address and different LLI SAPs
are not permitted.
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In the groups C and D the value All for the attributes remote address and/or re-
mote LSAP shall only be configured if there exists for the same local LSAP no
further CRL entry with a value unequal to All for this/these attributes.

6.2.6.4 Assignment of Types of Communication Relationships to the LLI User

Not all types of communication relationships are suitable for all LLI users in
the same way. Therefore, for the configuration of the CRL the following rules
shall apply:

Table 18. Assignment of Types of Communication Relationships to the LLI User

+ + —==—=—=—=+4 ===

! Type of Communica-! permitted ! permissible values for!
I tion Relationship ! LLI User ! the Attribute LLI SAP !

+ + —==—=—=—=+4 ===
' MMAC ' FMS, FMA7! 0,1 !
+ + + +

! MSAC ' FMS, FMA7! 0,1 !
+ + + +

' MSAC_SI I FMS 0 !

+ + + +

I MSCY I' FMS ' 0 !

+ + + +

! MSCY_SI I FMS 0 !

+ + + +

I BRCT ' FMS ' 0 !

+ + + +

' MULT ' FMS ' 0 !

+ + + +

6.3 Connection-oriented Communication Relationships

For a connection-oriented communication relationship a logical one-to-one con-
nection exists between two communication partners. An application process ad-
dresses the connection using a local CREF. The connection shall be established
before it can be used for data transmission. If a connection is established and

is no longer needed for data transmission then it may be released. This connec-
tion-oriented method distinguishes between the three phases:

- connection establishment
- data transfer
- connection release.

The LLI makes the different functionalities of the connection-oriented communi-
cation relationships available to the LLI users. These functionalities need not
be used. LLI users may request them from the LLI as required.

6.3.1 Connection Types and Addressing

6.3.1.1 Master-Slave Communication Relationship

A connection is characterized by the mapping of the LLI user services onto Layer
2 services and their model behaviour within LLI. For a master - slave communica-
tion relationship the following kinds of connections are permitted:

- Connection for Cyclic Data Transfer with no Slave Initiative
- Connection for Cyclic Data Transfer with Slave Initiative

- Connection for Acyclic Data Transfer with no Slave Initiative
- Connection for Acyclic Data Transfer with Slave Initiative
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Connection for Cyclic Data Transfer with no Slave Initiative (MSCY)

Connections for Cyclic Data Transfer with no Slave Initiative are particularly
suited for application processes with the following requirements:

- Contents of variables (process data) have to be available quickly (short re-
sponse times).

- Frequent access to variables.

- Relief of the application by polling within the communication and time optimi-
zed data transfer.

- Cyclic access to exactly one variable per connection.

- Slave shall be polled cyclically.

Data is transferred cyclically between a master and a slave over this connec-
tion. This kind of connection allows a particularly time optimal and efficient

data transfer by storing FMS PDUs in an Image Data Memory, thus avoiding multi-
ple transmissions of the same data. A confirmed FMS service request in the mas-
ter is executed cyclically until a new confirmed FMS service request occurs or
the connection is released by the master or the slave (Abort). During the data
transfer phase only the confirmed FMS services Read and Write may be used. Addi-
tionally all unconfirmed FMS services for event handling with low or high prior-

ity (e.g. InformationReport) may be used in the master.

Connections for Cyclic Data Transfer with no Slave Initiative are characterized
as follows:

- The master is "requester” for all allowed FMS services.

- The slave is "responder"” for all allowed confirmed FMS services.

- The slave is "receiver" for all unconfirmed FMS services.

- On a connection only one confirmed FMS service is allowed at any particular
time.

- Optimized data transfer, intermediate storage of PDUs

- All allowed confirmed FMS services and all unconfirmed FMS services with low
priority are mapped onto the cyclic Layer 2 service CSRD with low priority.

- All unconfirmed FMS services with high priority are mapped onto the Layer 2
service SRD with high priority.

- The frequency of service execution is determined by the poll cycle within Lay-
er 2 and the reaction time of the remote user.

- Implicit connection monitoring exists.

Connections for Cyclic Data Transfer with no Slave Initiative use the following
addressing in Layer 2:

- In the master the Remote Addresses / Remote LSAPs of all connections for Cy-
clic Data Transfer with no Slave Initiative are entered into the Poll List of
Layer 2. The Poll List is loaded into the Poll List LSAP.

- Each connection requires a LSAP in the slave.

- Several connections for Cyclic Data Transfer with no Slave Initiative may
exist between a master and a slave, if several confirmed FMS services shall
be executed at the same time. In this case the connections shall be assigned
distinct LSAPs in the slave.

Connections for Cyclic Data Transfer with no Slave Initiative shall use LLI
SAPO.

The execution of FMA7 services is not permitted on connections for Cyclic Data

Transfer with no Slave Initiative.

Connection for Cyclic Data Transfer with Slave Initiative (MSCY_SI)

Connections for Cyclic Data Transfer with Slave Initiative are particularly

suited for application processes with the following requirements:

- Contents of variables (process data) have to be available quickly (short re-
sponse times).

- Frequent access to variables.
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- Relief of the application by polling within the communication and time optimi-
zed data transfer.

- Cyclic access to exactly one variable per connection.

- Slave shall be polled cyclically.

- Slave shall indicate events.

Data is transferred cyclically between a master and a slave over this connec-
tion. This kind of connection allows a particularly time optimal and efficient

data transfer by storing FMS PDUs in an Image Data Memory, thus avoiding multi-
ple transmissions of the same data. A confirmed FMS service request in the mas-
ter is executed cyclically until a new confirmed FMS service request occurs or
the connection is released by the master or the slave (Abort). During the data
transfer phase only the confirmed FMS services Read and Write may be used. Addi-
tionally all unconfirmed FMS services for event handling with low or high prior-

ity (e.g. InformationReport) may be used in the master and the slave.

Connections for Cyclic Data Transfer with Slave Initiative are characterized as
follows:

- The master is "requester" for all allowed confirmed FMS services.

- The slave is "responder” for all allowed confirmed FMS services.

- Master and slave are either "requester” or "receiver" or both for all uncon-
firmed FMS services.

- On a connection only one confirmed FMS service is allowed at any time.

- Optimized data transfer, intermediate storage of PDUs

- All allowed confirmed FMS services and all unconfirmed FMS services with low
priority are mapped onto the cyclic Layer 2 service CSRD with low priority.

- All unconfirmed FMS services with high priority are mapped onto the Layer 2
service SRD with high priority.

- The frequency of service execution is determined by the poll cycle within Lay-
er 2 and the reaction time of the remote user.

- Implicit connection monitoring exists.

Connections for Cyclic Data Transfer with Slave Initiative use the following ad-
dressing in Layer 2:

- In the master the Remote Addresses / Remote LSAPs of all connections for Cy-
clic Data Transfer with Slave Initiative are entered into the Poll List of
Layer 2. The Poll List is loaded into the Poll List LSAP.

- Each connection requires a LSAP in the slave.

- Several connections for Cyclic Data Transfer with Slave Initiative may exist
between a master and a slave, if several confirmed FMS services shall be exe-
cuted at the same time. In this case the connections shall be assigned di-
stinct LSAPs in the slave.

Connections for Cyclic Data Transfer with Slave Initiative shall use LLI SAP 0.

The execution of FMA7 services is not allowed on connections for Cyclic Data
Transfer with Slave Initiative.

Connection for Acyclic Data Transfer with no Slave Initiative (MSAC)

Connections for Acyclic Data Transfer with no Slave Initiative are particularly
suited for application processes with the following characteristics:

- Parallel LLI user services over a connection.

- Rare access to process data (process start, diagnostic device, programming de-
vice etc.)

- Reaction time uncritical.

- Polling done by the application.

- Sporadic service request from the LLI user of the master.

- Frequently changing LLI user services over a connection.

- Transmission of diagnostic and configuration data.
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Data is transferred acyclically between a master and a slave over this connec-
tion. Each service request of the LLI user leads to a single independent data

exchange with a slave. All confirmed and unconfirmed LLI user services are al-
lowed in the master. In the slave the Abort services are allowed.

Connections for Acyclic Data Transfer with no Slave Initiative are characterized
as follows:

- The master is "requester" for all LLI user services.

- The slave is "responder” for all confirmed LLI user services.

- The slave is "receiver" for all unconfirmed LLI user services.

- Several confirmed and / or unconfirmed LLI user services are allowed on a con-
nection at the same time (parallel requests).

- All confirmed LLI user services and all unconfirmed LLI user services with low
priority are mapped onto the cyclic Layer 2 service CSRD with low priority.

- All unconfirmed LLI user services with high priority are mapped onto the Layer
2 service SRD with high priority.

- Explicit connection monitoring is possible.

Connections for Acyclic Data Transfer with no Slave Initiative use the following
addressing in Layer 2:

- In the master the Remote Addresses / Remote LSAPs of all connections for Acy-
clic Data Transfer with no Slave Initiative are entered into the Poll List of
Layer 2. The Poll List is loaded into the Poll List LSAP.

- Each connection requires a LSAP in the slave.

- Several connections for Acyclic Data Transfer with no Slave Initiative may
exist between a master and a slave at the same time. In this case the connec-
tions shall be assigned distinct LSAPs in the slave.

Connection for Acyclic Data Transfer with Slave Initiative (MSAC_SI)

Connections for Acyclic Data Transfer with Slave Initiative are particularly
suited for application processes with the following characteristics:

- Parallel LLI user services over a connection.

- Rare access to process data (process start, diagnostic device, programming de-
vice etc.)

- Reaction time uncritical.

- Polling done by the application.

- Sporadic service request from the LLI user of the master.

- Frequently changing LLI user services over a connection.

- Slave shall indicate events.

Data is transferred acyclically between a master and a slave over this connec-
tion. Each service request leads to a single independent data exchange with a
slave. All confirmed LLI user services are allowed in the master. All uncon-
firmed LLI user services are allowed in the master and the slave.

Connections for Acyclic Data Transfer with Slave Initiative are characterized as
follows:

- The master is "requester" for all confirmed LLI user services.

- The slave is "responder" for all confirmed LLI user services.

- Master and slave are either "requester" or "receiver" or both for all uncon-
firmed LLI user services.

- Several confirmed and / or unconfirmed LLI user services are allowed over a
connection at the same time (parallel requests).

- All confirmed LLI user services and all unconfirmed LLI user services with low
priority are mapped onto the cyclic Layer 2 service CSRD with low priority.

- All unconfirmed LLI user services with high priority are mapped onto the Layer
2 service SRD with high priority.

- Explicit connection monitoring is possible.
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Connections for Acyclic Data Transfer with Slave Initiative use the following
addressing in Layer 2:

- In the master the Remote Addresses / Remote LSAPs of all connections for Acy-
clic Data Transfer with Slave Initiative are entered into the Poll List of
Layer 2. The Poll List is loaded into the Poll List LSAP.

- Each connection requires a LSAP in the slave.

- Several connections for Acyclic Data Transfer with Slave Initiative may exist
between a master and a slave at the same time. In this case the connections
shall be assigned distinct LSAPs in the slave.

Connections for Acyclic Data Transfer with Slave Initiative shall use LLI SAP 0.

The execution of FMA7 services is not permitted on connections for Acyclic Data
Transfer with Slave Initiative.

6.3.1.2 Master-Master Communication Relationship

For a master-master communication relationship the following kind of connection
is possible:

- Connection for Acyclic Data Transfer.

If a connection for Cyclic Data Transfer is to be established between two mas-
ters, one of these two masters (Responder / Receiver) shall emulate a slave for
this communication relationship. In this case this communication relationship is
looked upon as a master-slave communication relationship. It is declared as a
connection for Cyclic Data Transfer with or with no Slave Initiative and is de-
scribed below. Slave emulation is marked specific to the connection in the CRL
by not entering the Poll List LSAP into the attribute "Local LSAP" for this con-
nection (see also Header of CRL definition before).

Connection for Acyclic Data Transfer (MMAC)

Data is exchanged between masters over this connection. Each service request of
the LLI user leads to a single independent data exchange. All confirmed and un-
confirmed LLI user services are allowed.

Connections for Acyclic Data Transfer are particularly suited for application
processes with the following characteristics:

- Application processes in complex PROFIBUS stations which require mutual, par-
allel and priority controlled data transfer.

- Rare access to process data (process start, diagnostic device, programming de-
vice etc.)

- Reaction time uncritical.

- Polling done by the application.

- Sporadic service request from the LLI user of the master.

- Frequently changing LLI user services over a connection.

- Transmission of diagnostic and configuration data.

Connections for Acyclic Data Transfer are characterized as follows:

- Each master may be "requester" and / or "responder" and / or "receiver” for
all LLI user services.

- Several confirmed and / or unconfirmed LLI user services are allowed on a con-
nection at the same time - not only parallel but also mutual.

- All LLI user services are mapped onto the Layer 2 service SDA.

- Explicit connection monitoring is possible.

Connections for Acyclic Data Transfer use the following addressing in Layer 2:

- Each master-master connection requires a LSAP.
- Several connections for Acyclic Data Transfer may exist between two masters at
the same time. In this case the connections shall be assigned distinct LSAPS.
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6.3.2 Connection Establishment

Connection establishment is used to install a logical connection between two
communication partners for connection-oriented communication relationships. If
no connection establishment has been completed for a connection-oriented commu-
nication relationship, the communication partners are not in the data transfer
phase and no data exchange between the users is permissible. In this situation
the LLI accepts only a request to establish the connection from its own LLI user

or from the communication partner (ASS.req resp. ASS_REQ_PDU).

The FMS user may use the Initiate service of FMS to establish connections. FMS
maps this service onto the Associate service (ASS) of LLI.

The FMA7Y user may use the FMA7Y Initiate service of FMAY to establish connec-
tions. FMA7 maps this service onto the Associate service (ASS) of LLI.

Connection establishment within LLI is executed in the same way for the two LLI
users FMS and FMA?7.

The sequence charts and specifications below use the following symbols and ab-
breviations:

Legend for the following sequence charts and specifications:

IVIDn . Invoke ID with number n

INFO . InformationReport

R+ . positive response, Result(+)

R- . negative response, Result(-)

CN : Connection

#n : communication reference

[...] . PDU (Protocol Data Unit)

]---> . A service primitive is called by LLI

[<--- . Service primitive is not forwarded

(- : immediate confirmation

(___

-3 . Direction of service primitives and PDU resp.

<L mmm

\ : Event or condition

" . Action

* . Level of a PDU

(.-r) . Service primitive (FDL) For the FDL service primitives the values
of parameters are not shown, with the exception of <High> and

<Low>.)
<.> . Parameters or values of parameters of a service primitive. The

parameters at the LLI user - LLI interface are shown completely.
At all other interfaces only those parameters are shown that are
necessary for the understanding of the working of LLI.
INLreq : Initiate.req / FMA7-Initiate.req
INLind : Initiate.ind / FMA7-Initiate.ind
INl.res : Initiate.res / FMA7-Initiate.res
INl.con : Initiate.con / FMA7-Initiate.con
INI_REQ_PDU : INITIATE_REQ_PDU / FMA7-INITIATE_REQ_PDU
INI_RES_PDU : INITIATE_RES_PDU / FMA7-INITIATE_RES_PDU
INI_ERR_PDU : INITIATE_ERROR_PDU / FMA7-INITIATE_ERROR_PDU
ABO.req : Abort.req/FMA7-Abort.req
ABO.ind : Abort.ind / FMA7-Abort.ind

The LLI user maps a request from the user to establish a connection (Initi-
ate.req from FMS user, FMA7-Initiate.req from FMAY user) onto the LLI service
primitive ASS.req (see overview of services before). The LLI of the requester
starts the monitoring of connection establishment (see connection establishment

definition below) and generates an Associate Request PDU (ASS_REQ_PDU). This PDU

contains the LLI context and the PDU of the LLI user. If the connection to be
established is an open connection in the requester (Connection Attribute = "I"),
then the assigned LSAP shall be activated with access protection (parameter Ac-
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cess = Remote Address) before the ASS_REQ_PDU is passed to Layer 2 (see also the
formal description of the formal state machine below).

The LLI of the responder compares the local with the remote LLI context upon re-
ceipt of the ASS_REQ_PDU. If the LLI contexts of both communication partners are
compatible, an ASS.ind is passed to the LLI user which contains the INI_ REQ_PDU
of the remote LLI user. Additionally, the monitoring of connection establishment

is started. For the establishment of an open connection in the responder (Con-
nection Attribute = "O") the LLI of the responder shall additionally activate

the assigned LSAP with access protection (parameter Access = Actual Remote Ad-
dress). The LLI service primitive ASS.ind is mapped onto an Initiate.ind by FMS

or onto a FMAT7-Initiate.ind by FMA7 and is passed to the user (see also: de-
scription of the formal state machine below).

The LLI user maps the positive response of the user (INl.res<R+>) onto the LLI
service primitive ASS.res<R+>. The LLI of the responder generates an
ASS_RES_PDU, which contains the INI_RES_PDU and passes it to Layer 2 for trans-
mission to the remote partner. After the transmission the connection is estab-

lished (status "OPEN") and is in the data transfer phase. The monitoring of con-
nection establishment is stopped and the monitoring of data transfer is started,

if configured.

If the user of the responder rejects the request to establish a connection
(INL.res<R->), the LLI user maps this onto the LLI service primitive ASS.res<R-

>, If the LLI user detects an error such as incompatible context, it also passes

an ASS.res<R-> to the LLI. LLI generates an ASS_NRS_PDU, which contains the
INI_ERRPDU, and passes it to Layer 2 for transmission to the remote partner. The
connection is not established. For an open connection in the responder (Connec-

tion Attribute = "O") LLI shall activate the assigned LSAP with parameter Access

= All after transmission of the ASS_NRS_PDU.

If the LLI of the responder detects an error during connection establishment,

the connection shall not be established, but a connection release shall be per-
formed. LLI starts the monitoring of connection release (T2, connection release
definition below), generates an ABT_REQ_PDU and enters the reason for the con-
nection release into the field Reason Code (RC, see LLI PDU definition). If the

LLI contexts are incompatible, the field Additional Detail (AD) contains the LLI
context of the responder. For an open connection in the responder (Connection
Attribute = "O") LLI shall activate the assigned LSAP with parameter Access =
All after transmission of the ABT_REQ_PDU.

After receipt of an ASS_RES_PDU from the responder the LLI of the requester
stops monitoring the connection establishment and passes an ASS.con<R+>, which
contains the INI_RES_PDU, to the LLI user. The connection is now established
(status "OPEN") and is in the data transfer phase. The monitoring of data trans-

fer is started, if configured (see data transfer definition). FMS maps the
ASS.res<R+> onto an Initiate.con(+) and passes it to the user. FMA7 maps the
ASS.res<R+> onto a FMA7-Initiate.con(+) and passes it to the user.

If the requester receives an ASS_NRS_PDU, then the responder has rejected the
request to establish a connection. LLI stops monitoring the connection estab-
lishment and passes an ASS.con<R->, which contains the INI_ERR_PDU, to the LLI
user. The connection is not established, but a local connection release, which

is monitored, is performed. For an open connection in the requester (Connection
Attribute = "I") LLI shall deactivate the assigned LSAP. FMS maps the ASS.con<R-

> onto an Initiate.con(-) and passes it to the user. FMA7 maps the ASS.con<R->
onto a FMA7-Initiate.con(-) and passes it to the user.

If the requester receives an ABT_REQ _PDU, the connection establishment is
stopped and a local connection release, which is monitored, is started. The rea-

son for rejecting the request to establish a connection shall be found in the

field RC.

If the reason for this rejection was an incompatibility of the LLI contexts,
then the field AD contains the remote LLI context. LLI passes an ABT.ind to the
LLI user (see definition of interface between LL user and LLI). For an open con-
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nection in the requester (Connection Attribute = "I") LLI shall deactivate the
assigned LSAP. FMS maps the ABT.ind of the LLI onto an Abort.ind and passes it
to the user. FMA7 maps the ABT.ind onto a FMA7-Abort.ind and passes it to the
user.

If a connection is in the data transfer phase and an ASS_REQ_PDU is received on
this connection or an ASS.req is performed by the LLI user, then LLI performs a
connection release (see connection release definition).

6.3.2.1 Monitoring Connection Establishment

For time monitoring of connection establishment the timer T1 is used. It is con-
nection specific and mandatory for master and slave devices. The interval for
monitoring connection establishment is configured in the header of the LLI CRL.

In the requester the timer T1 controls the arrival of the response from the re-

mote partner (ASS_RES PDU, ASS NRS PDU, ABT_REQ_PDU) after having sent the
ASS_REQ_PDU. The timer T1 is started before the ASS REQ _PDU is sent and is
stopped upon receipt of the response of the remote partner.

In the responder the timer T1 controls the response of the local LLI user to the
request to establish a connection from the remote partner as well as the sending

of the response to the requester. The timer T1 is started after the ASS_REQ_PDU
has been received and is stopped after having sent the response to the remote
partner.

If the timer T1 expires in the requester or the responder, a connection release
is performed (see connection release definition).

6.3.2.2 Associate for Master-Slave Communication Relationships

For master-slave communication relationships the master shall always take the
initiative for connection establishment.

The LLI maps the Associate service onto the cyclic Layer 2 service CSRD. The LLI

in the master shall start the Layer 2 polling to the related slave
(Rem_add/DSAP). Thereby the Layer 2 service primitive FDL_CYC_POLL_ENTRY.req
with parameter Marker : "unlock” is used.

For a master-slave connection for acyclic data transfer with no Slave Initiative

the LLI in the master shall stop the Layer 2 polling to the related slave after
connection  establishment.  Thereby the Layer 2  service primitive
FDL_CYC_POLL_ENTRY.req with parameter Marker : "lock" is used. For all other
types of master-slave connections the Layer 2 polling to the related slave re-

mains unlocked after successful connection establishment.

EXAMPLE: The following sequence charts show examples of possible connection es-
tablishment sequences.
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Master/Requester

FMA7/
UserlFMS

FDL BUS FDL
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Slave/Responder

FMA7/

LLI  FMS !User

! I=

INl.req ! !
<#7r> | !
-—> | !
[INI_REQ_! !
PDU] ! !
|

ASS.req! !
<#7,LLI ! !
SAP, INI_! !

REQ_PDU> I[ASS_REQ PDU]!

---->l"start T1 !
I(FDL_SEND _

| UPDATE.req) !

i [< _______ I__)
I(FDL_SEND_

I UPDATE. con) !

I"enable !
IPoII|ng !

I(FDL_CYC_ POLL'

I _ENTRY. req) !
N >l--)

P [<---- I--)

I(FDL_CYC_POLL!

I_ENTRY.con) **INI_REQ_PDU! !
! I*ASS_REQ_PDU I(FDL_DATA_ !
! '[SRD REQ_PDU]! REPLY.ind) !
!
|

I(FDL CYC DATA'[SRD RES _PDU]JALLI-LLI !

REPLY con) *no Data

I positive
I"start T1
I\CN open: !
"activate
! FDL Access !ASS.ind
! Protection '<#9,LLI
ISAP, INI_
IREQ_PDU>
>laaaa>

I Context Test!
!
!

INLind
<#9>
—_—

Figure 37. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Request / LLI-LLI Context Test positive
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Master/Requester . Slave/Responder

FMA7/
UserlFMS

. FMA7/
LLI  FDL BUS FDL  LLI FMS!User

!

ASS.c;on !
<#7,R+, !
LLI SAP,!

INI_RES_!

PDU> !

! I INLres

! I <#9,R+>

! I <

! I[INI_RES _

! I PDU]

! IASS.res

! I<#9,R+,

! I LLI SAP,

! F'INI_RES_

! | PDU>
I[ASS_RES_PDU]!<----
I(FDL_REPLY_ !

I UPDATE.req) !
(--1<-mmm- [ !

! (--1------ >] !

! I(FDL_REPLY_ !

*no Data ! UPDATE.con) !

I[SRD_REQ_PDUJ! !
| ] ....... ) [E— >] |

<ol

/(FDL_DATA_ !

I(FDL_CYC_DATA![SRD_RES_PDU]! REPLY.ind) !
| _REPLY.con) *ASS_RES_PDU ! !

1
INl.con !

*IN|_RES_PDU! "stop T1 !
! ! !

<#7,R+> I"disable ! ! !

<----  !Polling ! ! !
I(FDL_CYC_POLL! ! !
| _ENTRY.req) ! ! !

>1--) ! !

R L ! !
I(FDL_CYC_POLL! ! !

I _ENTRY.con) ! ! !
|

I"stop T1 ! ! !

Figure 38. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with no Slave Initiative / Connection Establishment /
Positive Response
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Master/Requester . Slave/Responder

User'FMS LLI FDL BUS FDL LLI FMS!User

| I= | =. | —====l====l=====
! I INLres
! I <#9,R+>
! I <o
! IINI_RES_
! I PDU]
!
!
|
!
|

IASS.res
I<#9,R+,
ILLI SAP,
IINI_RES_
! IPDU>
I[ASS_RES_PDU]!<----
I(FDL_REPLY_ !
I UPDATE.req) !
! ! (--1<-m--- [ !
ASS.con! ! (--1------ >] !
<#7,R+,! ! I(FDL_REPLY_ !
LLI SAP,! *no Data ! UPDATE.con) !
INI_RES_! I[SRD_REQ_PDU]! !
PDU> | Po]em--- >leeee- >] !
<----I< I< /|(FDL_DATA_ !
I(FDL_CYC_DATAI[SRD_RES_PDU]! REPLY.ind) !
| _REPLY.con) *ASS_RES_PDU ! !
! *INI_RES_PDU! "stop T1 !

'stop TL | ! !
! ! ! !
INI.con ! ! ! !
<#7,R+> | ! ! !
<-eme | ! ! !
! ! ! !
! I*no Data ! !
! I[SRD_REQ_PDU]! !
! N > !
! I[<-mmmmmm-- /! !
! I[SRD_RES_PDU]! !
! I*no Data ! !
!
!

Figure 39. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with Slave Initiative or Connection for Cyclic Data
Transfer / Connection Establishment / Positive Response
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Master/Requester . Slave/Responder
FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL LLI  FMS !User
| I= | =. | =====l====|=====
! ! ! I INLres
! ! ! I <#9,R->
! ! ! S
! ! ! ININI_ERR_
! ! ! I PDU]
! ! ! IASS.res
! I | !<#9;R_1
! ! ! ILLI SAP,
! ! ! IINI_ERR_
! ! ! IPDU>
! ! I[ASS_NRS_PDU]!<----
! ! I"'stop T1 !
! ! I"'start T2 |
! ! I(FDL_REPLY_ !
! ! I UPDATE.req) !
! ! (--1<------ [ !
ASS.con! ! (--1------ >] !
<#7,R-, ! ! I(FDL_REPLY_ !
LLI SAP,! *no Data ! UPDATE.con) !
INI_ERR_! I[SRD_REQ_PDU]! !
PDU> ! I >lea>]
<----l< I< /|(FDL_DATA_ !

I(FDL_CYC_DATAI![SRD_RES_PDU]! REPLY.ind) !
I _REPLY.con) *ASS_NRS_PDU ! !
! I**INI_ERR_PDU! "stop T2 !
I"'stop T1 ! ! !
I"'start T2 ! ! !
! ! ! !
I"disable ! I\CN open: !
INIl.con !Polling ! I"deactivate !
<#7,R-> (FDL_CYC_POLL! I FDL Access !
<---- | _ENTRY.req)! ! Protection !
[ ) ! !
[ S ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
| | | |
I"stop T2 ! ! !
! ! ! !

Figure 40. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Negative Response
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Master/Requester . Slave/Responder

FMA7/ FMA7/
User!lFMS LLI FDL BUS FDL LLI FMS !User
| I= | = | ===—=|====|=====
INl.req ! ! ! !
<#7> ! ! ! !
—> ] ! ! !
[INI_REQ_! ! ! !
pPDU] ! ! ! !
ASS.req '[ASS_REQ_PDU]! ! !
<#7,LLI !"start T1 ! ! !
SAP,INI_ |(FDL_SEND_ ! ! !
REQ PDU> ! UPDATE. req) ! ! !

[<-mm- 1--) ! !
I(FDL_SEND_ ! ! !

I UPDATE. con) ! ! !
I"enable ! ! !

I Polling ! ! !
I(FDL_CYC_POLL! ! !
| _ENTRY.req) ! ! !

N I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) **INI_REQ_PDU! !
! I*ASS_REQ_PDU !(FDL_DATA_ !
! I[SRD REQ_PDU]! REPLY.ind) !
! ]------- >l >] !
N O O JALLILLE !
I(FDL_CYC_DATAI![SRD_RES_PDU]! Context Test!
_REPLY.con) I*no Data ! negative !
! I[ABT_REQ_PDU]!

!
|
! ! I"start T2 !
! ! I(FDL_REPLY_ !
! ! ! UPDATE. req) !
! ! (R
ABT.ind ! ! [ —— >] |
<#7,LLI ! *no Data !(FDL_REPLY_ !
SAP,LG, ! I[SRD_REQ_PDU]! UPDATE.con) !
ID,RC,AD>! R TN S
<< I< /\(FDL_DATA_ !

!(FDL_CYC_DATA![SRD_RES_PDU]I REPLY.ind) !
! REPLY.con) *ABT_REQ_PDU! !
I"'stop T1 ! I"'stop T2 !
<----  I"start T2 ! ! !
ABO.ind !"disa. Poll.! ! !
<#7,LG,ID,/(FDL_CYC_POLL! ! [
RC,AD> ! ENTRY. req)I ! !
I >1--) ! !
o [<-—--- I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
I"stop T2 !

Figure 41. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / LLI-LLI Context Test negative
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Master/Requester . Slave/Responder

FMA7/ . FMA7/
User!lFMS LLI  FDL BUS FDL  LLI FMS!User
| I= | = | ===l
INl.req ! ! ! !
<#7> ! ! !
—> ! ! !
! ! ! !
[INI_REQ ! ! ! !
PDU] ! ! ! !
ASS.req! ! ! !
<#7,LLI ! ! ! !
SAP,INI_! ! ! !
REQ_PDU>! ! ! !
— ! ! !
N\ faulty ! ! !
I CRL Entry ! ! !
ABT.ind ! ! ! !
<#7,LLI ! ! ! !
SAP,LG, ! ! ! !
ID,RC,AD>! ! ! !

ABO.ind ! ! ! !
<#7,LG,ID,! ! ! !
RC,AD> ! ! ! !
<---- | ! ! !

! ! ! !

Figure 42. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Request / local Error: CRL Entry faulty
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Master/Requester . Slave/Responder

FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL LLI FMS!User
| = | = | —====l====l=====
INl.req ! ! ! !
<#7> ! ! ! !
—> ! ! !
[INI_REQ_! ! ! !
pPDU] ! ! ! !
ASS.req ! ! ! !
<#7,LLI ! ! ! !
SAP,INI_NCN in LLI ! ! !
REQ_PDU> !stillin ! ! !
---->| Data Trans- ! ! !
| fer Phase ! ! !
ABT.ind '[ABT_REQ_PDUJ! ! !
<#7,LLI !"start T2 ! ! !
SAP,LG, ! ! ! !
ID,RC,AD>! ! ! !
<-mml<eee] ! ! !

ABO.ind !(FDL_SEND_ ! ! !
<#7,LG,ID,! UPDATE.req) ! ! !
RCAD> ! J---- 1--) ! !
<= [<----- I--) ! !

I(FDL_SEND_ ! ! !

I UPDATE.con) ! ! !

\PEE = false:! ! !

I"enable ! ! !

! Polling ! ! !

I(FDL_CYC_POLL! ! !

| _ENTRY.req) ! ! !

[ ) ! !

I [<emmn I--) ! !

I(FDL_CYC_POLL! ! !
_ENTRY.con) ! ! !

I*ABT _REQ PDU !(FDL_DATA_ !

I[SRD_REQ_PDU]! REPLY.ind) !

|

[gmmmmlmmmm e /! !
I[SRD_RES_PDUJN\CN in LLI !
I(FDL_CYC_DATA*no Data !released: !
! REPLY.con)! I"ignore Data !

I I I I

I"disable ! ! !

I Polling ! ! !
I(FDL_CYC_POLL! ! !

| _ENTRY.req) ! ! !

b >1--) ! !

[ I--) ! !
I(FDL_CYC_POLL! ! !

I _ENTRY.con) ! ! !

I"stop T2 !

Figure 43. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Local Error: Connection still established
in local LLI
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Master/Requester . Slave/Responder

EMA7/ ' EMA7/
UserlFMS  LLI FDL BUS FDL LLI  FMS!User

! 1= ! =. | =====l====|=====

INl.req ! ! ! !

<#7r> | ! ! !

—> | ! ! !

[INI_REQ_! ! ! !

PDU] ! ! ! !

ASS.req [ASS_REQ_PDU]! ! !

<#7,LLI I"start T1 ! ! !

SAP,INI_ !(FDL_SEND_ ! ! !

REQ_PDU> ! UPDATE.req) ! ! !
e T R >l--) ! !

I(FDL SEND ! ! !

I UPDATE. con) ! ! !

I"enable ! ! !

I Polling ! ! !

I(FDL_CYC_POLL! ! !

I _ENTRY.req) ! ! !

b >1--) ! !

[ I--) ! !

I(FDL_CYC_POLL!**INI_REQ_PDU! !

I _ENTRY.con) *ASS_REQ_PDU !(FDL_DATA_ !

! I[SRD REQ_PDU]J! REPLY.ind) !

! ]------- e > !

P [<-m--- e /I\CN still in !

I(FDL_CYC_DATA![SRD_RES_PDU]! Data Trans- !

REPLY con) !*no Data ! fer Phase !
[ABT_REQ_PDU]!

I
I
! ! I"'start T2 |
! ! I(FDL_REPLY_ !
! ! I UPDATE. req) !
! ! (--1<---- [ !
ABT.ind ! ! (-t >] !
<#7,LLI ! *no Data !(FDL_REPLY_ !
SAP,LG, ! [SRD_REQ_PDU]! UPDATE.con) !
ID,RC,AD> 1 ] >leeeeee- >] IABT.ind
<----l< /I(FDL_DATA_ I<#9,LLI
I(FDL_CYC_DATAI![SRD_RES_PDU]! REPLY.ind) !SAP,LG,
ABO.ind ! _REPLY.con) I*ABT _REQ_ PDU' !ID,RC,AD>
<#7,LG,ID I"stop T1 [----1---- >
RC,AD> !"start T2 ! !
<---- I"disable ! !
I Polling ! ! I ABO.ind
I(FDL_CYC_POLL! \CN open: <#9,LG,ID,
| _ENTRY.req) ! I"deactivate ! RC,AD>
o] >l--) IFDL Access ! ---->
I I--) ! Protection !
I(FDL_CYC_POLL! I"stop T2 !
I _ENTRY.con) ! ! !
I"stop T2 ! !

Figure 44. Master-Slave Communication Relationship / all Connection Types /

Connection Establishment / Error; Connection still established in
remote LLI
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Master/Requester . Slave/Responder
FMA7/ FMA7/
User!lFMS LLI FDL BUS FDL LLI FMS!User
| I= | = | —====lz===|z====
INl.req ! ! ! !
<H#H7> | ! ! !
—> ! ! !
[INI_REQ_! ! ! !
PDU] ! ! ! !
ASS.req ![ASS_REQ_PDU]! ! !
<#7,LLI !"start T1 ! ! !
SAP,INI_!(FDL_SEND_ ! ! !
REQ_| PDU> ! UPDATE. req) ! ! !
SN B E—— >1--) I I
I 1--) ! !
I(FDL_SEND_ ! ! !
I UPDATE.con) ! ! !
I"enable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY. req) ! ! !
I >1--) ! !
o [<---- I--) ! !
I(FDL_CYC_POLL!**INI_REQ_PDU! !
I _ENTRY.con) *ASS_REQ_PDU !(FDL_DATA_ !
! I[SRD_REQ_PDU]! REPLY.ind) !
! o] ][RR >] |
P [<---- e /A\LLI-LLI  IASS.ind
I(FDL_CYC_DATAI![SRD_RES_PDU]! Context Test!<#9,LLI
I _REPLY.con) *no Data ! positive !SAP,INI_
! ! I"start T1 REQ_PDU>

! ! I R >l-aa>
N\T1 expired ! NCN open: ! INLind
I[ABT_REQ_PDU]! "activate ! <#9>
I"start T2 | | FDL Access | ---—->
I(FDL_SEND_ ! I Protection !
I UPDATE.req) ! ! !
I 1--) ! IABT.ind

ABT.ind !  [<-----1--) ! I<#9,LLI

<#7,LLI |(FDL_SEND_ 'ABT_REQ_PDU !(FDL_DATA_ !SAP,LG,
SAP,LG, ! UPDATE.con) [SRD_REQ_PDU]! REPLY.ind) !ID,RC,AD>

ID,RC,AD>! I D >l--->
P I< /! |
I(FDL_CYC_DATAI![SRD_RES_PDU]!"stop T1 !
ABO.ind ! REPLY.con) *no Data ! ! ABO.ind
<#7,LG,ID,!"disa. Poll. ! NCN open: ! <#9,LG,
RC,AD> !(FDL_CYC_POLL! I"'start T2 !ID,RC,AD>
<---- | _ENTRY.req)! I"deactivate ! ---->
N >1--) ! FDL Access !
o [<---- I--) ! Protection !
I(FDL_CYC_POLL! I"'stop T2 !
| _ENTRY.con) ! ! !
I"stop T2 ! ! !

Figure 45. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Error: T1 expired at the Master
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Master/Requester . Slave/Responder

FMA7/ FMA7/
User!FMS LLI FDL BUS FDL LLI  FMS IUser

| I= | = | —====lz===|z====

INl.req ! ! ! !
<H#H7> | ! ! !
> ! ! !
[INI_REQ_! ! ! !

PDU] !'[ASS _REQ _PDU]! ! !
ASS.req !"start T1 ! ! !
<#7,LLI Y(FDL_SEND_ ! ! !
SAP,INI_! UPDATE.req) ! ! !
REQ PDU>! ]------- >1--) ! !
>l [ 1--) ! !
I(FDL_SEND_ ! ! !
I UPDATE.con) ! ! [
I"enab. Poll. ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.req) ! ! !

o [<—-- I--) ! !
I(FDL_CYC_POLL!**INI_REQ_PDU! !
I _ENTRY.con) *ASS _REQ_PDU /(FDL_DATA_ !
! I[SRD REQ_PDU]! REPLY.ind) !
! ]------- b >] 'ASS.ind
o[- e /NLLI-LLI Cont!<#9,LLI
I(FDL_CYC_DATA![SRD_RES_PDU]J! Test pos. !SAP,INI_
I _REPLY.con) *no Data !"start T1 'REQ_PDU>
! ! I >lee>
! ! NCN open: !
! ! I"activate FDL!
! ! IAccess Prot. !
! ! I\T1 expired ! INLind
! ! I[ABT_REQ_PDU]! <#9>
! ! I"'start T2 | --—-->
! ! I(FDL_REPLY_ !
! ! I UPDATE. req) !
| |
ABT.ind ! ! (--I ------ >] !
<#7,LLI ! *no Data !(FDL_REPLY_ !
SAP,LG, ! I[SRD_REQ_PDU]! UPDATE.con) !
ID,RC,AD>! L >leconee- >] !'ABT.ind
<----l< I< /I(FDL_DATA _ <#9,LLI
I(FDL_CYC_DATAI![SRD_RES_PDU]! REPLY.ind) !SAP,LG,
ABO.ind ! _REPLY.con) *ABT_REQ _ PDU ! 'ID,RC,AD>
<#7,LG,ID, I"stop T1 | ! [----1---- >
RC,AD> !"start T2 ! ! !
<---- I"disa. Poll. ! \CN open: !
I(FDL_CYC_POLL! I"deactivate ! ABO.ind
I _ENTRY.req)! ! FDL Access ! <#9,LG,
o] >1--) Protection !1D,RC,AD>
N I--) "stopT2 | --->
I(FDL_CYC_POLL! ! !
I _ENTRY. con) ! ! !
I"stop T2 !

Figure 46. Master-Slave Commun. Relationship / all Connection Types /
Connection Establishment / Error: T1 expired at the Slave
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Associate for Master-Master Communication Relationships

For master-master communication relationships each of the two masters may take
the initiative in connection establishment.

If the connection to be established is configured as a master-master communica-
tion relationship in the CRL, the Associate service of the LLI is mapped onto

the Layer 2 service SDA.

The following sequence charts (see the following eight figures) show examples of

possible connection establishment sequences.
Master/Requester . Master/Responder

FMA7/ o FMA7/
UserlFMS  LLI FDL BUS FDL LLI  FMS!User

INl.req ! ! ! !

<H7> | ! ! !

—> ! ! !

[INI_REQ_! ! ! !

pPDU] ! ! ! !

ASS.req ! ! ! !

<#7,LLI ! ! ! !

SAP,INI_! ! ! !

REQ_PDU>! ! ! !

---->I[ASS_REQ_PDU]! ! !

I"'start T1 ! ! !
NCN open: ! ! !
I"activate ! ! !
| FDL LSAP ! ! !
! I**INI_REQ_PDU! !
I(FDL_DATA_ '*ASS_REQ_PDU !(FDL_DATA_ !
I ACK.req) ![SDA_REQ_PDU]! ACK.ind) !
o] >l >l >] !
N R /! !
I(FDL_DATA_ ![SDA_ACK_PDU]! !
I ACK.con) ! ! !
I

! NLLI-LLI !

! I Context Test!

! | positive !

! I"start T1 !

! NCN open: !

! "activate !

! ! FDL Access !ASS.ind
! ! Protection !'<#9,LLI
! ! ISAP,INI_

! IREQ_PDU>
|

|

|

|

!
!
!
!
!
!
!
!
!
!
!
! I <#9>
!

!
!
! ' INLind
|
|

Figure 47. Master-Master Communication Relationship / Connection
Establishment / Request / LLI-LLI Context Test positive
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Master/Requester . Master/Responder
FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL LLI  FMS !User
| I= | = | ===l
! ! ! I INLres
! ! ! I <#9,R+>
! ! ! S
! ! ! IIINI_RES_
! ! ! I PDU]
! ! ! !
! ! ! IASS.res
! ! ! I<#9,R+,
! ! ! ILLI SAP,
! ! ! IINI_RES_
! ! ! IPDU>
! ! I[ASS_RES_PDU]!<----
ASS.con! ! ! !
<#7,R+,! ! ! !
LLI SAP,! I**INI_RES_PDU! !
INI_RES'! I*ASS_RES_PDU !(FDL_DATA_ !
_PDU> | I[SDA_REQ_PDU]! ACK.req) !
<----I< I< I< [ !
I(FDL_DATA_ N---mmoee- e > !
I ACK.ind) ![SDA_ACK_PDU]!(FDL_DATA_ !
! ! I ACK.con) !
INI.con ! ! ! !
<#7,R+> I'stop T1 ! I"stop T1 !
<= ! ! !

Figure 48. Master-Master Communication Relationship / Connection
Establishment / Positive Response
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Master/Requester . Master/Responder
FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL LLI  FMS !User
| I= | = | ===l
! ! ! I INlLres
! ! ! I <#9,R->
! ! ! I <
! ! ! I[INI_ERR_
! ! ! I PDU]
! ! ! !
! ! ! IASS.res
! ! ! I<#9,R-,
! ! ! ILLI SAP,
! ! ! IINI_ERR_
! ! ! IPDU>
! ! I[ASS_NRS_PDU]!<----
! ! I"'stop T1 !
ASS.con! ! I"'start T2 !
<#7,R-,! ! ! !
LLI SAP,! **INI_ERR_PDU! !
INI_ERR! I*ASS NRS_PDU !(FDL_DATA_ !
_PDU> ! I[SDA_REQ_PDU]! ACK.req) !
<----l< I< I< [ !
I(FDL_DATA_  N---mmeeee- >leeeee- >] |
I ACK.ind) ![SDA_ACK_PDU]!(FDL_DATA_ !
! ! I ACK.con) !
INl.con !"stop T1 ! ! !
<#7,R-> | ! \CN open: !
<----  NCN open: ! I"deactivate !
I"'start T2 ! ' FDL Access !
I"deactivate ! ! Protection !
| FDL LSAP ! ! !
I"'stop T2 ! I"'stop T2 !
I

Figure 49. Master-Master Communication Relationship / Connection
Establishment / Negative Response
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Master/Requester . Master/Responder

EMA7/ o FMA7/
UserlFMS  LLI FDL BUS FDL LLI FMS IUser

! 1= | =, | =====l====|=====

INl.req ! ! ! !
<#7> ! I !
—> ! ! !
[INI_REQ_! ! ! !
pPDU] ! ! ! !
ASS.req! ! ! !
<#7,LLI ! ! ! !
SAP,INI_ ! ! ! !
REQ_PDU>! ! ! !
---->I[ASS_REQ_PDU]! ! !
I"'start T1 ! ! !
NCN open: ! ! !
I"activate ! ! !
| FDL LSAP ! ! !
| | | |
! I**INI_REQ_PDU! !
I(FDL_DATA_ '*ASS_REQ_PDU !(FDL_DATA_ !
I ACK.req) ![SDA_REQ_PDU]J! ACK.ind) !

o] >l >l >] !

N e /! !

I(FDL_DATA_ ![SDA_ACK_PDUJNLLI LLI !

I ACK.con) ! ! Context Test!

! ! I negative !

! ! I[ABT_REQ_PDU]!

! ! I"'start T2 |
ABT.ind ! ! ! !
<#7,LLI ! ! ! !

SAP,LG, ! *ABT_REQ_PDU !(FDL_DATA_ !
ID,RC,AD>! I[SDA_REQ_PDU]! ACK.req) !
<----I< I< I< [ !

I(FDL_DATA_ N---momme- >l >] !

I ACK.ind) ![SDA_ACK_PDU]!/(FDL_DATA_ !
ABO.ind ! ! I ACK.con) !
<#7,LG,ID,! ! ! !

RC,AD> ! ! ! !
<---- I'stopT1 ! ! !

N\CN open: ! I"stop T2 !

I"'start T2 ! ! !

I"deactivate ! ! !

| FDL LSAP ! ! !

I"'stop T2 ! ! !
! ! ! !

Figure 50. Master-Master Communication Relationship / Connection
Establishment / LLI-LLI Context Test negative

The sequence for the local error "CRL-Entry faulty" is the same for master-

master and master-slave communication relationships.
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Master/Requester . Master/Responder

FMA7/ . FMA7/
User!lFMS LLI FDL BUS FDL LLI FMS !User
| I= | = | ===—=|====|=====
INl.req ! ! ! !
<#7> ! ! ! !
—> ] ! ! !
[INI_REQ_! ! ! !
pPDU] ! ! ! !
ASS.req ! ! ! !
<#7,LLI ! ! ! !
SAP,INI_ ! ! ! !
REQ PDU> ! ! ! !
—| ! ! !
NCNin LLI ! ! !
Istillin ! ! !
I Data Trans- ! ! !
| fer Phase ! ! !
ABT.ind '[ABT_REQ_PDU]! ! !
<#7,LLI "start T2 ! ! !
SAP,LG, ! ! ! !
ID,RC,AD>! ! ! !

ABO.ind ! ! ! !

<#7,LG,ID,! ! !

RC,AD> !(FDL_DATA_ ™ABT_REQ_PDU !(FDL_DATA_ !
<--- 1ACK.req) ![SDA_REQ_PDU]!' ACK.ind) !

] > > >] !

N e /! !

I(FDL_DATA_ ![SDA_ACK_PDUJ\CN in LLI !
I ACK.con) ! ! released: !

! ! I"ignore Data !

NCN open: ! ! !

I"deactivate ! ! !

| FDL LSAP ! ! !

| | | |

I"'stop T2 ! ! !

Figure 51. Master-Master Communication Relationship / Connection
Establishment / local Error: Connection still established
in local LLI
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Master/Requester . Master/Responder

EMA7/ o FMA7/
UserlFMS  LLI FDL BUS FDL LLI FMS IUser

! 1= | =, | =====l====|=====

INl.req ! ! ! !

<#r> | ! ! !

> ! ! !

[INI_REQ_! ! ! !

PDU] ! ! ! !

ASS.req ! ! ! !

<#7,LLI ! ! ! !

SAP,INI_ ! ! ! !

REQ_PDU> ! ! ! !

---->I[ASS_REQ_PDU]! ! !

I"'start T1 ! ! !
NCN open: ! ! !
I"activate ! ! !
| FDL LSAP ! ! !
! I**INI_REQ_PDU! !
I(FDL_DATA_ '*ASS_REQ_PDU !(FDL_DATA_ !
I ACK.req) ![SDA_REQ_PDU]! ACK.ind) !

o] >l >l >] !
F[<----- e /! !
I(FDL_DATA_ ![SDA ACK_PDUJNCNin LLI !
I ACK.con) ! Istillin !
! I Data Trans- !
| fer Phase !

!
!

! ! !
! I[ABT_REQ_PDUJ]!
|

!
!
!
! ! !

ABT.ind ! ! I"'start T2 |

<#7,LLI ! ! ! !
SAP,LG, ! *ABT_REQ_PDU!(FDL_DATA !
ID,RC,AD>! I[SDA_REQ_PDU]! ACK.req) !
<----l< I< I< [ !

I(FDL_DATA_  N--mmmmeeeev ] S >] !ABT.ind

I ACK.ind) ![SDA_ACK_PDU]!/(FDL_DATA_ !<#9,LLI
ABO.ind ! ! I ACK.con) ISAP,LG,
<#7,LG,ID,! ! ! 'ID,RC,AD>
RC,AD> ! ! ! ]---->l>
<---- l"'stopT1l ! ! !

! ! NCN open: ! ABO.ind

NCN open: ! I"deactivate ! <#9,LG,

I"'start T2 ! I FDL Access ! ID,RC,AD>

I"deactivate ! ! Protection | ---->

| FDL LSAP ! ! !

I"'stop T2 ! I"'stop T2 !

|

Figure 52. Master-Master Communication Relationship / Connection
Establishment / Error: Connection still established in remote LLI
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Master/Requester . Master/Responder

EMA7/ o FMA7/
UserlFMS  LLI FDL BUS FDL LLI FMS IUser

| I= | =. | =====l====|=====

INl.req ! ! ! !
<#7> | ! ! !
—> ! ! !
[INI_REQ_! ! ! !
pPDU] ! ! ! !
ASS.req ! ! ! !
<#7,LLI ! ! ! !
SAP,INI_ ![ASS_REQ_PDU]! ! !
REQ_PDU> I"start T1 ! ! !
NCN open: ! ! !
I"activate ! ! !
| FDL LSAP ! ! !
! I**INI_REQ_PDU! !
I(FDL_DATA _ '*ASS_REQ_PDU !|(FDL_DATA_ !
I ACK.req) ![SDA_REQ PDU]J! ACK.ind) !

o] >| >| >] !

o [<em- O /! !

I(FDL_DATA_ ![SDA_ACK_PDU]!"start T1 !
I ACK.con) ! ! IASS.ind

! ! NLLI-LLI  !'<#9,LLI
! ! I Context Test!SAP,INI_

N\T1 expired ! | positive REQ_PDU>

! ! ! ]---->1---->

! ! N\CN open: !

! ! I"activate !

! ! ! FDL Access !

I[ABT_REQ_PDU]! I Protection !

| | | |

I"start T2 | ! ! INLind

! ! ! I <#9>

I(FDL_DATA_ '*ABT_REQ_PDU !(FDL_DATA_ ! --->

I ACK.req) ![SDA REQ _PDUJ! ACK.ind) !

o] >| >| >lee>
ABT.ind ! [<------ I /! IABT.ind
<#7,LLI |(FDL_DATA_ ![SDA_ACK_PDU]! I<#9,LLI
SAP,LG, ! ACK.con) ! ! ISAP,LG,
ID,RC,AD>! ! ! !ID,RC,AD>

<l ! I"stop T1 !

! ! NCN open: ! ABO.ind

NCN open: ! I"start T2 | <#9,LG,
ABO.ind !"deactivate ! I"deactivate ! ID,RC,AD>
<#7,LG,ID,! FDL LSAP ! ! FDL Access ! >
RC,AD> | ! ! Protection !

<---- I'stopT2 ! I"'stop T2 !
! ! ! !

Figure 53. Master-Master Communication Relationship / Connection
Establishment / Error: T1 expired at the Re quester
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Master/Requester . Master/Responder

EMA7/ o FMA7/
UserlFMS  LLI FDL BUS FDL LLI FMS IUser

! 1= | =, | =====l====|=====

INl.req ! ! ! !

<#r> | ! ! !

—> ! ! !

[INI_REQ_! ! ! !

PDU] ! ! ! !

ASS.req ! ! ! !

<#7,LLI ! ! ! !

SAP,INI_ ! ! ! !

REQ_PDU> ! ! ! !

-—-->l ! ! !

I[ASS_REQ_PDUJ! ! !
I"'start T1 ! ! !
NCN open: ! ! !
I"activate ! ! !
| FDL LSAP ! ! !
! I**INI_REQ_PDU! !
I(FDL_DATA_ !'*ASS_REQ_PDU !(FDL_DATA_ !
I ACK.req) ![SDA_REQ_PDU]! ACK.ind) !

o] >l >l >] !

N e /! !

I(FDL_DATA_ ![SDA_ACK_PDU]!"start T1 !ASS.ind
I ACK.con) ! NLLI-LLI  !<#9,LLI

! I Context Test!SAP,INI_

I positive IREQ_PDU>

! !

! !

! ! ! ]---->1---->

! ! NCN open: !

! ! "activate !

! ! I FDL Access !

! ! ! Protection !

! ! ! I INLind

! ! N\T1 expired ! <#9>

! ! ! I >

! ! I[ABT_REQ_PDU]!
ABT.ind ! ! I"start T2 !

<#7,LLI ! ! ! !
SAP,LG, !(FDL_DATA_ "ABT_REQ_PDU !(FDL_DATA_ !
ID,RC,AD>! ACK.ind) ![SDA_REQ_PDU]! ACK.req !

Comecl< I< I< [ 'ABT.ind
! R D >] I<#9,LLI
I"stop T1 ![SDA_ACK_PDU](FDL_DATA _ !SAP,LG,
ABO.ind ! ! I ACK.con) !ID,RC,AD>
<#7,LG,ID,! ! ! ]---->1e>
RC,AD> NCN open: ! \CN open: !
<---- Il'start T2 ! I"deactivate ! ABO.ind
I"deactivate ! I FDL Access ! <#9,LG,
| FDL LSAP ! ! Protection ! ID,RC,AD>
I"stop T2 ! ! o>
! ! I"stop T2 !

Figure 54. Master-Master Communication Relationship / Connection
Establishment / Error: T1 expired at the Responder
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6.3.2.4 Handling of Conflicts

During connection establishment on master-master communication relationships it
is possible that both masters may try to establish the connection at the same
time. This conflict is resolved in the following way:

If the LLI receives an ASS_REQ_PDU of the communication partner before the ex-
pected ASS RES PDU or ASS_NRS_PDU resp. is received then LLI shall compare the
own FDL address (parameter Rem_add of the FDL_DATA_ACK.ind) with the FDL address
of the communication partner (parameter Loc_add of the FDL_DATA_ACK.ind). Only
the request to establish a connection of that master with the lower FDL address

is performed. If the communication partner has the lower FDL address, the own
request to establish the connection is rejected with an ABT.ind to the FMS.
Thereafter an ASS.ind is passed to the FMS to signal the communication partner's

request to establish the connection.

The LLI ignores the communication partner's request to establish the connection
if the communication partner has the higher FDL address.

Master/Requester Bus Master/Requester
FDL Address 3 FDL Address 7
FMS ! LLI ! I LLI ! FMS
! ! ! !
ASS.req! ! ! I ASS.req
<#3> | I [ASS_REQ_PDU] ! | <#5>
___________________ -] [ —====I<
"Compari-! - = | !
!'sonof I' - = | !
'FDL ! - = ! !
! Addresses! X ! !
"reject ! =- ! ]
'PDU ! = - ! !
| [<:::::!<::::: ------- - P >] |
! ! I"Compari- !
! ! I'son of !
! ! 'FDL !
! ! ! Addresses!
! ! ! I ABT.ind
! ! ! | <#5>
! ! (N >l >
! ! ! !
! ! ! I ASS.ind
! ! ! I <#5>
! ! Vo[>l >
ASS.con! ! ! I ASS.res
<#3,R+>! I [ASS_RES_PDU] ! | <#5,R+>
< I< I< I< I<

Figure 55. Conflict Resolution for mutual ASS.req, simplified representation
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6.3.2.5 Interpretation of the Layer 2 Confirmation Primitive

During the connection establishment phase the parameter L_status of the Layer 2
confirmation primitive (FDL_XXX.con) is interpreted. Certain values of the pa-
rameter L_status (see formsl stste mschine definition) also lead to a connection
release and in some cases to an error message (LLI-FAULT.ind) to the FMA7.

6.3.2.6 Context Test in LLI

Upon receipt of each ASS_REQ_PDU the LLI of the responder checks for the con-
nection to be established that the LLI context of the communication partner (re-

mote context) is compatible with the own LLI context (local context) in the CRL.

This is called LLI-LLI context test.

The local context is assumed to be correctly configured. The same rule shall ap-
ply to the local context between LLI and FMS.

The compatibility of the remote to the local context is shown in the following
matrix:

Table 19. Compatibility of the local to remote Context

+ + +

! ! local Context !

! + +

I remote ! Pr ol !

I Context! TYPE !max ! max!max! max!ACl !
! ! ISCC!RCC!SAC!RAC! !

Imax SCC ! ! . ! !
Imax RCC ! le ! !
Imax SAC ! ! o | !
Imax RAC ! ! . ! !

+ + + + +

I Explanation: !

! < : local value smaller than or equal remote value!
> : local value larger than or equal remote value !

|
I = local value equal to remote value !
+ +

6.3.3 Connection Release

The connection release closes an existing logical connection between two commu-
nication partners. A connection may be released in the master or slave by user
initiative, or in error cases by initiative of FMS, FMA7 or LLI.

The connection release is performed using the unconfirmed LLI service Abort
(ABT). A released connection shall be established again using the LLI service
Associate (Ass) before it may be used again for data transfer. If a connection

is in the state "CLOSED" (released), all LLI service requests with exception of

the Associate service are rejected locally with an ABT.ind. All received PDUs

from the remote station with exception of the ASS_REQ_PDU or ABT_REQ_PDU resp.
are rejected with an ABT_REQ_PDU in this state.

If the FMS user wishes to release an existing connection it passes the request

to release the connection (Abort.req) to the FMS. If the FMA7 user wishes to re-

lease an existing connection it passes the request to release the connection
(FMA7-Abort.req) to FMA7. FMS and FMA7 pass the request to release the connec-
tion of their users with an ABT.req service primitive to LLI.
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If the local FMS detects errors it passes an Abort.ind to the user and the serv-
ice primitive ABT.req to LLI.

If the local FMAY detects errors it passes an FMA7-Abort.ind to the user and the
service primitive ABT.req to LLI.

If the local LLI detects errors (e.g. reaction of the LLI connection) it passes
an ABT.ind to the LLI user. The LLI user passes this ABT.ind to the user.

In all cases the LLI of the requester starts the monitoring of connection re-

lease (T2, see connection release definition) and generates an ABT_REQ_PDU. The
LLI enters the reason for the connection release into the fields ID, RC and AD.

The LLI passes the ABT_REQ_PDU to Layer 2 for transmission to the remote commu-
nication partner. After transmission the connection is in the state "CLOSED"
(released). In the case of an open connection in the responder (Connection At-
tribute = "O") the LLI shall stop the access protection for the assigned LSAP

after the connection release. Thereafter the access for all remote partners is
possible again. In the case of an open connection in the requester (Connection
Attribute = "I") the LLI shall deactivate the assigned LSAP after the connection
release.

After the receipt of an ABT_REQ_PDU the LLI of the receiver performs a local
connection release. If local actions of Layer 2 are necessary for this connec-
tion release (e.g. deactivation of an LSAP), then the LLI starts the monitoring

of connection release.

The reason for the connection release is found in the fields ID, RC and AD of

the ABT_REQ_PDU and is passed to the LLI user with the ABT.ind. The FMS passes
this ABT.ind to the user. Thereafter the connection is in the state "CLOSED"
(released). In the case of an open connection in the responder (Connection At-
tribute = "O") the LLI shall stop the access protection for the assigned LSAP

after the connection release. In the case of an open connection in the requester
(Connection Attribute = "I") the LLI shall deactivate the assigned LSAP after

the connection release and thus re-store the initial state for a new request to

establish a connection. Then the monitoring of connection release is stopped if
necessary.

6.3.3.1 Monitoring of Connection Release

For time monitoring of connection release the timer T2 is used. It is connection
specific and mandatory for master and slave devices. The interval for monitoring
connection release is configured in the header of the LLI CRL for all connec-
tions.

In the requester the timer T2 controls the sending of the ABT_REQ_PDU. The timer
T2 is started before the ABT_REQ_PDU is passed to Layer 2 and is stopped after
receiving the Layer 2 confirmation for sending (FDL_XXX.con/FDL_XXX.ind) and af-
ter the termination of all local actions.

In the receiver of an ABT_REQ_PDU the timer T2 controls the connection release
if local actions in Layer 2 (e.g. stopping of Layer 2 polling) or in FMA1/2

(e.g. deactivation of LSAPSs) are necessary. The timer T2 is started upon receipt

of the ABT_REQ_PDU and is stopped after termination of all local actions.

If the timer T2 expires the connection release is stopped and the connection
changes into the state "CLOSED". If a local Layer 2 error has occurred, then the
FMAY is informed additionally.

6.3.3.2 Abort for Master-Slave Communication Relationships

For master-slave communication relationships the master as well as the slave may
take the initiative for connection release. Besides the general rules which are
described in connection release the following specific rules for this communica-
tion relationship are valid.
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The Abort service (ABT) of the LLI is mapped onto the cyclic Layer 2 service
CSRD.

If the Layer 2 polling to the assigned slave (Rem_add/DSAP) is locked in the
master of a connection for Acyclic Data Transfer with no Slave Initiative, the

LLI shall start the polling for the transmission of the ABT_REQ_PDU. Thereby the

Layer 2 service primitive FDL_CYC_POLL_ENTRY.req with parameter Marker = "un-
lock" is used. If the ABT_REQ_PDU has been transmitted or timer T2 expires, then

the LLI stops the polling to the assigned slave for all master-slave connec-

tions. Thereby the Layer 2 service primitive FDL_CYC_POLL_ENTRY.req with parame-
ter Marker = "lock" is used.

If the master receives an ABT_REQ_PDU then the LLI shall stop the Layer 2 poll-
ing to the assigned slave.

The transmission of the ABT_REQ_PDU from the slave to the master is only guaran-
teed if the slave is still being polled by the master's CSRD service.

EXAMPLE: The following sequence charts (see the following five figures) show ex-
amples of possible connection release sequences.
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Master/Requester . Slave/Receiver

EMA7/ ' FMA7/

User!lFMS LLI FDL BUS FDL LLI  FMS !User

| I= | =. | =====l====|=====

ABO.req ! ! ! !

ABT.req! ! ! !

<#7,LLI! ! ! !

SAP,ID,! ! ! !

RC,AD> ![ABT_REQ_ PDU]| ! !
---->l"start T2 ! !

I(FDL_SEND_ ! ! !
| UPDATE.req) ! ! !

N |--) ! !

I(FDL_SEND_ ! ! !

I UPDATE.con) ! ! !

| | | |

N\PEE = false:! ! !

I"enable ! ! !

I Polling ! ! !

! ! ! !
I(FDL_CYC_POLL! ! !

! ENTRY.req) ! ! !

I >1--) ! !

o [<---- I--) ! !
I(FDL_CYC_POLL! ! IABT.ind

I _ENTRY.con) ! ! I<#9,LLI

! ! ! ISAP, LG,

! I*ABT_REQ_PDU |(FDL_DATA_ !ID,RC,
! I[SRD_REQ_PDU]! REPLY.ind) !AD>
|

1

] >| >lee>
O I /! !
I(FDL_CYC_DATAI[SRD_RES_PDU]! ! ABO.ind
I _REPLY.con) *Data/no Data! I <#9,LG,
! ! ! I ID,RC,
I"ignore Data ! NCN open: ! AD>
! ! I"'start T2 ! ------ >
! ! I"deactivate !
I"disable ! ! FDL Access !
I Polling ! I Protection !
I(FDL_CYC_POLL! I"stop T2 !
| _ENTRY.req) ! ! !
I >1--) ! !
R P ! [
I(FDL_CYC_POLL! ! !
! _ENTRY.con)! ! !

I"'stop T2 ! ! !
! ! ! !

Figure 56. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with no Slave Initiative / Connection Release by the
User of the Master
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Master/Requester . Slave/Receiver

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

! = | =. | —=—==l==—=l=====

Abort.req ! ! ! !

ABT.req! ! ! !
<#7,0, ! ! ! !
ID,RC, ! ! ! !

[ABT_REQ_PDU]! ! !

-—-->I"start T2 ! ! !

I(FDL_SEND_ ! ! !
| UPDATE.req) ! ! !

I(FDL_SEND_ ! ! IABT.ind

I UPDATE.con) ! ! 1<#9,0,

! ! ! ILG,ID,

! I*ABT_REQ_PDU !(FDL_DATA_ IRC,
! I[SRD_REQ_PDU]! REPLY.ind) !AD>
|
|

o] >| >le-ae>
I [<em- e /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! ! Abort.ind
I REPLY.con) *Data/no Data! I <#9,LG,
! ! ! I ID,RC,
I"ignhore Data ! NCN open: ! AD>
! ! "start T2 ! ------ >
! ! I"deactivate !
I"disable ! ! FDL Access !
! Polling ! ! Protection !
I(FDL_CYC_POLL! I"stop T2 !
| _ENTRY.req) ! ! !
[ ) ! !
I I--) ! !
I(FDL_CYC_POLL! ! !

I _ENTRY.con) ! ! !
! ! ! !

I"'stop T2 ! ! !

! ! ! !

Figure 57. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with Slave Initiative or Connection for Cyclic Data
Transfer / Connection Release by the User of the Master
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Master/Requester . Slave/Receiver

FMA7/ . FMA7/
User!lFMS LLI FDL BUS FDL  LLI FMS !User
| = | = | —====l====l=====
NError de- ! ! !
I'tected in ! ! !
ABT.ind! local LLI ! ! !
<#7,LLI! ! ! !
SAP,LG,IJABT_REQ | PDU]I ! !
ID,RC, ! ! !
AD> lI"start T2 ! ! !
<----l ! ! !
I(FDL_SEND_ ! ! !
| UPDATE. req) ! ! !
ABO.ind ! ]----—--- >1--) ! !
<#7,LG,ID,! [<------- I--) ! !
RC,AD> !(FDL_SEND_ ! !
<---- I UPDATE.con) ! ! !
| | | |
\PEE = false:! ! !
I"enable ! ! !
I Polling ! ! !
! ! ! !
I(FDL_CYC_POLL! ! !
! ENTRY.req) ! ! !
I >1--) ! !
I [ I--) ! IABT.ind
I(FDL_CYC_POLL! ! I<#9,LLI
I _ENTRY.con) ! ! ISAP, LG,
! *ABT_REQ_PDU !/(FDL_DATA_ !ID,RC,
! I[SRD REQ PDU]! REPLY.ind) !AD>
|
|

I(FDL_ CYC DATAI[SRD RES _PDU]! ! ABO.ind
I _REPLY.con) *"Data/no Data! I <#9,LG,
I"ignore Data ! ! I ID,RC,
! ! ! I AD>
! ! NCN open: ! ---—-- >
I"disable ! I"start T2 !
| Polling ! I"deactivate !
! ! I FDL Access !
I(FDL_CYC_POLL! ! Protection !
I _ENTRY. req) ! I"stop T2 !

I

I [<----- I--) ! '
I(FDL_CYC_POLL! ! !
| _ENTRY.con) ! ! !

! ! ! !

I"'stop T2 ! ! !

Figure 58. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / Connection Release /
Error detected in LLI at the Master
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Master/Requester . Slave/Receiver

User'FMS LLI FDL BUS FDL LLI FMS !'User
| I= | = | ===l
NError de- ! ! !
I'tected in ! ! !
ABT.ind! local LLI ! ! !
<#7,0, ! ! ! !
LG,ID, JABT_REQ_PDU]! ! !
RC, ! ! ! !
AD> I'start T2 ! ! !
<----I ! ! !
I(FDL_SEND_ ! ! !
I UPDATE.req) ! ! !
ABO.ind ! ]------- >1--) ! !
<#7,LG,D,! [<------- l-- ! !
RC,AD> !(FDL_SEND_ ! ! IABT.ind
<---- 'UPDATE.con)! ! 1<#9,0,
! ! ! ILG,ID,
! *ABT_REQ _PDU ![(FDL_DATA _'RC,
! I[SRD_REQ_PDU]! REPLY.ind) 'AD>
| |
|

I [<em- e /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! ! ABO.ind
I REPLY.con) *Data/no Data! I <#9,LG,
I"ignore Data ! ! I ID,RC,

! ! ! I AD>

! ! NCN open: ! ---—--- >
I"disable ! I"start T2 !

! Polling ! I"deactivate !

! ! ! FDL Access !
I(FDL_CYC_POLL! ! Protection !

I _ENTRY.req) ! I"stop T2 !

[ ) ! !

I I--) ! !
I(FDL_CYC_POLL! ! !

! _ENTRY.con) ! ! !

| | | |

I"stop T2 ! ! !

Figure 59. Master-Slave Communication Connection for Acyclic Data Transfer
with Slave Initiative or Connection for Cyclic Data Transfer /
Connection Release / Error detected in LLI at the Master
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Master/Requester . Slave/Receiver
FMA7/ . FMA7/
User!lFMS LLI  FDL BUS FDL LLI  FMS !User
| I= | =. | =====l====|=====
N\PEE = true: ! NReaction !
lof LLI !
I Connection !
! Monitoring !

| |
I[ABT_REQ_PDU]!
"start T2 !
I I
I(FDL_REPLY_ !
| UPDATE.req) !
(--1<----- [ 'ABT.ind
(--1--mm-- >]  I<#9,LLI
I(FDL_REPLY_ !SAP, LG,
I UPDATE.con) !ID,RC,
! ! IAD>
ABT.ind! ! R S>>
<#7,LLI"! ! ! !
SAP,LG,! ! ! ! ABO.ind
ID,RC, ! I[SRD_REQ_PDU]! I <#9,LG,
AD> | b - b >] ! ID,RC,
<----I< I< /|(FDL_DATA_ | AD>
I(FDL_CYC_DATAI![SRD_RES_PDU]! REPLY.ind) ! ------ >
| _REPLY.con) *"ABT_REQ_PDU ! !
ABO.ind ! ! NCN open: !
<#7,LG,ID,!"disable ! I"deactivate !
RC,AD> ! Polling ! ! FDL Access !
<-eme | ! ! Protection !
I(FDL_CYC_POLL! ! !
I _ENTRY.req) ! I"stop T2 !
b >1--) ! !
I I--) ! !
I(FDL_CYC_POLL! ! !
! _ENTRY.con) ! ! !
| | | |

Figure 60. Master-Slave Communication Relationship / all Connection Types /
Connection Establishment / Error detected in LLI at the Slave

6.3.3.3 Abort for Master-Master Communication Relationships

If the communication relationship to be released is configured in the CRL as a
master - master connection, then the Abort service (ABT) of the LLI is mapped
onto the Layer 2 service SDA.

0 Copyright by PNO 1997 - all rights reserved

Page 424



PROFIBUS-Specification-Normative-Parts-6:1997

Master/Requester . Master/Responder

FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL  LLI FMS !User
| I= | = | ===l
ABT.req ! ! ! !
<#T7> ! ! ! !
—> | ! ! !
ABT.req! ! ! !
<#7,LLI! ! ! !
SAP,ID,! ! ! !
RC,AD> [ABT_REQ_PDU]! ! IABT.ind
-—-->l"start T2 ! ! 1<#9,LLI
! ! ! ISAP, LG,
I(FDL_DATA_ ABT_REQ_PDU !{(FDL_DATA_ !ID,RC,
I ACK.req) ![SDA_REQ_PDU]J!' ACK.ind) !AD>

o] >l >! >le>

N e /! !

I(FDL_DATA_ ![SDA_ACK_PDU]! ! ABO.ind
I ACK.con) ! ! I <#9,LG,

I"stop T2 ! NCN open: ! ID,RC,

NCN open: ! I"deactivate ! AD>
I"deactivate ! ! FDL Access | ------ >

| FDL LSAP ! ! Protection !

Figure 61. Master-Master Communication Relationship / Connection Release of the
User

Master/Requester . Master/Responder

FMA7/ . FMA7/
User!FMS LLI FDL BUS FDL  LLI FMS !User

| = | = | ———==l====l=====
\Reaction ! ! !
! of the LLI ! ! !
I Connection ! ! !
I Monitoring ! ! !
I[ABT_REQ_PDU]! ! IABT.ind
I"start T2 ! ! I<#9,LLI
! ! ! ISAP, LG,
I(FDL_DATA_ '*ABT_REQ_PDU !(FDL_DATA_ !ID,RC,
I ACK.req) ![SDA_REQ PDU]! ACK.ind) !AD>

ABT.ind! ] >| | Slecoa>
<#7,LLIV  [<------ O /! !
SAP,LG,(FDL_DATA_ ![SDA_ACK_PDU]! I ABO.ind
ID,RC, ! ACK.con) ! ! I <#9,LG,
AD> ! ! ! I ID,RC,
<l ! NCN open: ! AD>
ABO.ind !"stop T2 ! I"deactivate ! ------ >
<#7,LG,ID,\CN open: ! I FDL Access !
RC,AD> !"deactivate ! ! Protection !
<---- |FDLLSAP ! ! !

Figure 62. Master-Master Communication Relationship / Connection Release / LLI
Connection Monitoring
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6.3.3.4 Interpretation of the Layer 2 Confirmation Primitive

During the connection release phase the parameter L_status of the Layer 2 con-
firmation primitive (FDL_XXX.con) is interpreted. Certain values of the parame-
ter L_status (see formal LLI state machine) also lead to an error message (LLI-
FAULT.ind) to FMA?7.

6.3.4 Data Transfer

6.3.4.1 Mapping of FMS/FMA7 Services onto Layer 2 for a Master-Slave Communica-
tion Relationship

This subclause describes the mapping of the FMS/FMA7 services onto the Layer 2
services. A master-slave communication in Layer 2 is assumed here. The Layer 2
services CSRD and SRD are used. The advantage of these services lies in the fast
communication by using the immediate response feature of the PROFIBUS FDL proto-
col. All master-slave communication relationships use the common Poll List SAP

in the master.

All master-slave connections use a common LSAP in the master. This LSAP (Poll
List LSAP) contains the Poll List of Layer 2.

If the service primitives FDL_SEND_ UPDATE.req or FDL_REPLY_UPDATE.req are
called, the parameter Transmit shall have the value "single". This ensures that
an update is transmitted once only.

6.3.4.2 Connection for Cyclic Data Transfer with no Slave Initiative (MSCY)

Connections for Cyclic Data Transfer with no Slave Initiative shall be estab-

lished like all other connection oriented communication relationships using a
connection establishment service (Initiate). During the connection establishment

the polling is started for this communication relationship
(FDL_CYC_POLL_ENTRY.req). From that time on the slave is polled with
SRD_REQ_PDUs corresponding to its entries in the Poll List. Multiple entries are

possible to shorten the reaction time.

During the following data transfer phase only the confirmed FMS services Read
and Write and all unconfirmed FMS services are allowed. In this case the master
is always requester and the slave responder or receiver. The LLI maps the Reject
service of FMS onto the Abort service. The transmission of remote FMA7 services
is not allowed on connections for Cyclic Data Transfer with no Slave Initiative.

The LLI of the master controls the actualization of data in the slave
(REPLY_UPDATE) and thereby the connection to the slave. Optionally the slave may
monitor the connection to the master (see data transfer definition).

The LLI of the requester performs a confirmed FMS service cyclically until a new
confirmed FMS service (with a new Invoke ID) is passed to the LLI or an Abort
releases the connection.

Read service:

On a connection for Cyclic Data Transfer with no Slave Initiative the Read serv-

ice is used for cyclic reading of data from a slave. The read data received is
stored specific to the connection in the Image Data Memory (IDM) of the master.
For each connection only one read request (Read.req) is permissible at the same
time. The user marks each read request with a special identification (Invoke
ID). In this way it is possible to relate read requests, which have been sent,

to read confirmations (Read.con), which have been received. The FMS maps a read
request (Read.req) from the user onto the LLI service primitive DTC.req. The In-
voke ID is stored in the IDM in the LLI of the master. Only the first or a
changed read request causes a transmission of the READ_REQ_PDU from the master
to the slave. A changed read request shall differ from the old request in its
Invoke ID. Read requests on this connection with the same Invoke ID result in
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the reading of the READ_RES_PDU out of the Image Data Memory. A READ_REQ_PDU is
not sent in this case.

The slave stores the received read request specific to the connection in the
IDM. A changed read request overwrites the old one.

The Layer 2 service CSRD generates a continuous sending of SRD_REQ _PDUs to the
slave (polling). The SRD_REQ_PDU of the first or a new read request contains a
READ_REQ _PDU. This READ_REQ_PDU is passed to the LLI of the slave in the
FDL_DATA_ REPLY.ind and is stored in the IDM. Additionally the LLI passes a
DTC.ind to FMS. The FMS maps the DTC.ind onto a Read.ind and passes it to the

user. When the user of the slave has given the Read.res to FMS, the FMS gener-

ates a READ_RES PDU and passes it to LLI with a DTC.res. The LLI writes the
READ_RES_PDU into the low prior Layer 2 update memory (FDL_REPLY_UPDATE.req
<Low>). The following SRD_REQ_PDU results in the reading out of the update mem-

ory. The SRD_RES_PDU transports the READ_RES_PDU to the master. After reading

the update memory (FDL_DATA_REPLY.ind) the LLI passes the stored READ_REQ_PDU
with a DTC.ind to FMS. If the user of the slave cannot provide the data until a
SRD_REQ_PDU arrives, then the SRD_RES_PDU does not contain a READ_RES_PDU (empty

polling).

The LLI of the slave shall activate the RSAP with parameter Indication_mode =

"Data" (FMA1/2_RSAP_ACTIVATE.req), so that the FDL_DATA_REPLY.ind is omitted
during the empty polling. The LLI of the master shall activate the Poll List

LSAP with parameter Confirm_mode = "Data" (FMA1/2_SAP_
ACTIVATE.req), so that the FDL_CYC_DATA_REPLY.con is omitted during the empty

polling.

The LLI of the master checks the Invoke ID of a received READ_RES PDU. For a
read request with a changed Invoke ID this PDU is ignored, if the Invoke ID is

not identical with that of the read request which has been sent. For a read re-

guest with an unchanged Invoke ID this leads to a connection release by the LLI.

If the Invoke ID is identical the received PDU is stored in the IDM. The first

PDU received with the identical Invoke ID is passed to FMS with a DTC.con. The
FMS maps the DTC.con onto a Read.con.

The correct execution is controlled by the connection monitoring.

Depending on the actualization of the IDM and the frequency of the Read.req de-
mands in the master different communication characteristics arise:

a) If the data in the IDM is actualized more often than the user of the master
reads it, then the data in the IDM, which is not read, will be overwritten.

b) If the data in the IDM is actualized less often than the user of the master
reads it, then the user is given the same data repeatedly.

Depending on the frequency of the data recording in the slave the following com-
munication characteristics arise:

a) If the user of the slave makes the data available between two SRD_REQ_PDUs,
then the data is transmitted with the SRD_RES_PDU (synchronous update).

If the user of the slave can make the data available repeatedly between two
SRD_REQ_PDUs, then the last recorded data is only transmitted in the SRD_RES_PDU
if provided for in the realization of Layer 2 and Layer 7. The necessary func-

tions are not described here.

b) If the user of the slave makes no data available between two SRD_REQ PDUs,
then the SRD_RES_PDU is transmitted without any data.
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Master/Requester . Slave/Responder
User!FMS LLI FDL BUS FDL  LLI FMSIUser
| I= | = | —====lz===|z====
! *no Data ! !
! I[SRD_REQ_PDUJ! !
! o] >|! !
! I[<-----m---- /! !
! I[SRD_RES_PDU]! !
! I* no Data ! !
Read.req ! ! ! !
<#7,IVID1>! ! ! !
> | ! ! !
! ! ! !
[READ_REQ ! ! ! !
PDU] ! ! !

DTC.req I"store IVID1 ! ! !

<#7,0

READ_REQ!

_PDU>

! ! !
! ! ! !
v | ! !

cmooS RRERK| D M F R ] 1
I#7: IVID1 ! !
!*************! | |
! ! ! !
IIDTC_REQ_PDU]! ! !
! ! ! !
I(FDL_SEND_ ! ! !
| UPDATE.req) ! ! !

N I-- ! !
I(FDL_SEND_ ! ! !
| UPDATE.con) ! ! !
| | | |
! "*READ_REQ_ ! !
! ! PDU ! IDTC.ind
! I*DTC_REQ PDU !(FDL_DATA  !<#8,0,
! I[SRD_REQ_PDU]! REPLY.ind) 'READ _REQ
! ] >l >IPDU>
[ R o >
I(FDL_CYC_DATAI[SRD_RES_PDU]!"store PDU !
_REPLY.con)!*noData ! v | Read.ind

! PRk | DM*****1<#8 [VID1>

! #8: READ_REQ! ---->

!* no Data !*************!

|
|
!
!
! I[ISRD_REQ_PDU]! !
|
|
|
|
!

I[SRD_RES_PDU]! . !
I*no Data ! !
! ! !

Figure 63. Master-Slave Communication Relationship / Connection for Cyclic Data

Transfer with no Slave Initiative / first Read or Read with changed
Invoke ID / Request part
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Master/Requester . Slave/Responder

User!FMS LLI  FDL BUS FDL  LLI FMS!User
! = | = | =====l===c=l=====

| Read.res

'no Data !(FDL_DATA_ ! READ_
I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>

! ! !

! ! ! I<#8,IVID1>

! ! ! RS

! ! ! !

! ! ! I[READ_RES _
! ! ! I PDU]

! ! ! !

! ! ! IDTC.res

! ! ! 1<#8,0,

! ! ! I READ_

! ! ! I RES_PDU>

! ! I[DTC_RES_PDU]!<----
! ! ! !

! ! I(FDL_REPLY_ !

! ! I UPDATE.req !

! ! I <Low>) !

! ! (--1<---- [ !

! ! (--1------ >l !

! ! I(FDL_REPLY_ !

! ! I UPDATE.con) IDTC.ind
! ! ! I<#8,0,

!

!

I

! - Slocee> loeees >leeaa>
<----I< I< /! A !
DTC.con !(FDL_CYC_DATA![SRD_RES _PDUJ!"recall PDU ! Read.ind
<#7,0 ! REPLY.con) *"DTC_RES PDU! : I<#8,IVID1>
READ ! : I*READ _RES_I¥****|DM*****]  _..>
RES_PDU>!"store PDU ! PDU #8: READ _REQ!
<____ ! V ! !*************!

Read.con P****[DMrrxx] ! !
<#7/IVID1>#7: READ_RES! ! !

| *kkkkkkkkkhxkx| | |
! ! ! !
! ! ! !
! ! ! !

Figure 64. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / first Read or Read with changed
Invoke ID / Response part
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Master/Requester . Slave/Responder

User!lFMS LLI FDL BUS FDL LLI FMS!User
| I= | = | —====lz===|z====
! I Read.res
! I<#8,IVID1>
! | <o
! I[READ_RES
! I PDU]
! ! IDTC.res
! I[IDTC_RES_PDU]!<#8,0,
! I(FDL_REPLY_ 'READ_RES
|
|
|
|
|
|

| UPDATE.req |_PDU>
I <Low>)  !<-—-

(o]
I(FDL_REPLY_ IDTC.ind
I UPDATE.con !<#8,0,
'no Data !(FDL_DATA_ 'READ_REQ_

[
!
!
|
!
!
!
!
!
|
!
!
|
!
!
! I[SRD_REQ_PDU]! REPLY.ind) !PDU>
|

|

b - Slecee> leeees >lee>

! [<----- e /! n !
I(FDL_CYC_DATA![SRD_RES_PDUJ!"recall PDU ! Read.ind
I REPLY.con) *DTC_RES_PDU! : I<#8,IVID1>
! : I*READ_RES_ I¥***|D\rexrx] >
I"store PDU ! PDU #8: READ_REQ'!
! \ | !*************! Read_res
(el | D1V, eiaiatd ! 1<#8,IVID1>
#7. READ_RES'! ! [ -
!*************! | |[READ RES

! I PDU]

! IDTC.res

! 1<#8,0,

! IREAD_RES

|

|

|

! !

! I[DTC_RES_PDU]!PDU>
! I(FDL_REPLY_ I<--
! I UPDATE.req) !

|

|

|

|

|

(--1<—mmmm- [ !
(--1------ > !
I(FDL_REPLY_ !

! UPDATE.con IDTC.ind
I<Low>) I<#8,0,
I*no Data !|(FDL_DATA_ READ_REQ_

!
I
I
I
I
|
!
!
!
!
!
!
|
! I[SRD_REQ_PDU]! REPLY.ind) !PDU>
!

|

I Sleeee> loeeee >leee>
! [<----- I<ammmmmeenen /oo~
I(FDL_CYC_DATA![SRD_RES_PDU]!"recall PDU ! Read.ind
I REPLY.con) *"DTC_RES_PDU ! : I<#8,IVID1>
! : *READ_RES_ I¥****|[DM*****]  __.>
I"store PDU ! PDU #8: READ_REQ'!
! \ | !*************!

!*****I D M*****! ! !

I#7: READ_RES ! ! !

[k k kK kk Kk kxH* | | |

Figure 65. Master-Slave Commun. Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / new Values from Slave -
no Request from Master
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Master/Requester . Slave/Responder

User!FMS LLI FDL BUS FDL  LLI FMS!User
| I= | =. | —====l====l=====
! ! ! IDTC.ind
! ! ! I<#8,0,
! I*no Data !(FDL_DATA_ READ_
I(FDL_CYC_DATA![SRD_REQ_PDU]! REPLY.ind) 'REQ_PDU>
! REPLY.con)! J]------- Sleee> o> >
N o ACEEEEEeees /oo~
I : !SRD_RES_PDU]!"recall PDU ! Read.ind
I"store PDU *DTC_RES_PDU ! : I<#8,IVID1>
| Vv |**READ RES l*****lDM*****! —_—
[ERRxx | DM*****1 PDU I#8: READ_REQ'!
I#7: READ_RES! [rkkkdokdkkkdok|
!***********;\—! | |
I*no Data ! !
I[SRD_REQ_PDUJ! !
b >]! !
I[<--------- /! ! Read.res
I[SRD_RES PDU]I I<#8,IVID1>
I*no Data ! S
!
I[READ_RES
I PDU]
I

] 1
| 1

| |

! ! !

! ! IDTC.res
! ! 1<#8,0,

! ! IREAD_

! ! IRES_PDU>
! II[IDTC_RES PDU]|<----
! I(FDL_REPLY_ !

! ! UPDATE.req !

! I<Low>) !

]

]

|

|

|

(--1------ > !
I(FDL_REPLY_ !
I UPDATE.con) IDTC.ind
! ! 1<#8,0,
I*no Data !(FDL_DATA_ 'READ_

|
|
|
|
|
|
|
|
|
|
|
|
I
I
|
|
|
|
|
|
|
|
|
|
! I[SRD_REQ_PDU]! REPLY.ind)'REQ_PDU>
|

|

R S B e B
! <-mee- e /! N !
I(FDL_CYC_DATA![SRD_RES_PDU]!"recall PDU ! Read.ind
I REPLY.con) *DTC_RES PDU ! : I<#8,IVID1>
! : I**READ_RES_ I¥****|DM****x]  __.>
I"store PDU ! PDU #8: READ_REQ'!
! V | !*************!

!*****I D M*****! | ]

I#7: READ_RES! ! !

| kkkkkkhkkkkhkkx| | |

Figure 66. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / no Values from Slave between
SRD_REQ_PDUs
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Master/Requester . Slave/Responder

User'FMS LLI FDL BUS FDL LLI FMS!User
| I= | =. | —====l====l=====
Read.req ! ! ! !
<#7/IVID1>!
—> ] ! ! !
\old IVID ! ! ! !
[READ_REQ ! ! ! !
pPDU] ! ! ! !
DTC.req *****|DM****+| ! !
<#7,0 W#7:IVID1 ! ! !
RE AD_ [kkkkokkkkkkkk | | ]
REQ PDUS>! ! ! !
---->N\IVID ident. ! ! !
! ! ! !
R [V s ] 1
#7. READ_RES'! ! !
[k kkkkkkkokkkok | 1 ]
! : ! ! !
I"recall PDU ! ! !

READ_ ! '! ) )

RES_PDU>! ! ! !
<emme | ! ! !
Read.con ! ! ! !
<#7/IVID1>! ! ! !

I I I I
Figure 67. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / nth Read with the same Invoke ID

Write service:

On a connection for Cyclic Data Transfer with no Slave Initiative the Write
service is used for cyclical writing of data into a slave. For each connection

only one write request (Write.req) is permissible at a time. The user marks each

write request with a special identification (Invoke ID). In this way it is pos-

sible to relate the sent write request to the received write confirmation
(Write.con). FMS maps a write request (Write.req) from the user onto the LLI
service primitive DTC.req. The Invoke ID is stored in the IDM in the LLI of the
master. Each write request results in a transmission of the WRITE_REQ_PDU from
the master to the slave. A changed write request shall differ from the old re-

quest in its Invoke ID. Write requests on this connection with the same Invoke

ID cause the write confirmation to be read out of the IDM in the LLI of the mas-

ter after the next FDL_CYC_DATA_REPLY.con. A WRITE_REQ_PDU is sent in this case.

The received write request (WRITE_REQ_PDU) is stored in the IDM of the slave
specific to the connection. Each received WRITE_REQ_PDU overwrites the
WRITE_REQ_PDU stored in the IDM of the slave.

The Layer 2 service CSRD in the master causes a continual sending of
SRD_REQ_PDUs to the slave (polling). For each write request the

FDL_DATA REPLY.ind contains a WRITE_REQ_PDU. This PDU is stored in the LLI and

the FMS receives a DTC.ind. The FMS maps the DTC.ind onto a Write.ind and passes
it to the user. When the user of the slave has given the Write.res to the FMS,

the FMS generates a WRITE_RES_PDU and passes it to the LLI with a DTC.res. The
LLI writes the WRITE_RES_PDU into the low priority Layer 2 update memory

(FDL_REPLY_UPDATE.req <Low>). The following SRD_REQ_PDU causes the update memory
to be read. The SRD_RES PDU transports the WRITE_RES PDU to the master. After

reading the update memory (FDL_DATA REPLY.ind) the LLI passes the stored
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WRITE_REQ_PDU with a DTC.ind to the FMS. If the user of the slave cannot provide
the WRITE_RES PDU before a SRD_REQ _PDU arrives, then the SRD_RES PDU does not
contain a WRITE_RES_PDU (empty polling).

The LLI of the master checks the Invoke ID of a received WRITE_RES PDU. For a
write request with a changed Invoke ID this PDU is ignored, if the Invoke ID is

not identical with that of the sent write request. For a write request with an
unchanged Invoke ID this leads to a connection release by the LLI. If the Invoke

ID is identical, the received PDU is stored in the IDM. The first PDU received

with the identical Invoke ID is passed to the FMS with a DTC.con. The FMS maps
the DTC.con onto a Write.con.

The proper execution is controlled by the connection monitoring.

Depending on the actualization of the IDM and the frequency of the Write.req re-
quests in the master different communication characteristics arise:

a) If the write confirmations in the IDM are more often actualized than the user
of the master reads it, then the write confirmations in the IDM, which are
not read, will be overwritten.

b) If the write confirmations in the IDM are actualized less often than the user
of the master reads it, then the user is given the same write confirmation
repeatedly.

c) If the user of the master makes the data available between two SRD_REQ_PDUSs,
then the data is transmitted within the SRD_REQ_PDU (synchronous update).

If the user of the master can make the data available repeatedly between two
SRD_REQ_PDUs, then the last recorded data is transmitted in the SRD _REQ PDU,
only if provided for in the realisation of Layer 2 and Layer 7. The necessary

functions are not described here.

d) If the user of the master makes no data available between two SRD_REQ_PDUSs,
then the SRD_REQ_PDU is transmitted without any data.
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Master/Requester . Slave/Responder

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

| I= | =. | =====l====|=====

Write.réq ! *no Data ! !
<#7,IVID1>! I[SRD_REQ_PDU]! !
> [ >]! !

! I[<-----m---- /! !
[WRITE_REQ! I[SRD_RES_PDU]! !
_PDU] ! *no Data ! !

! ! ! !

DTC.req! ! ! !

<#7,0, ! ! ! !

WRITE_ !"store IVID1 ! ! !
_REQ_PDU> ¥ *xx|D\*rxxx] ! !
---->I#7: IVID1 ! ! !

!*************! | |

! ! ! !
IIDTC_REQ_PDU]! ! !
! ! !

I(FDL_SEND_ ! ! !
| UPDATE.req) ! ! !

R ! !

I(FDL_SEND_ ! ! !

| UPDATE.con) ! ! !

| | | |

! FWRITE_REQ_! IDTC.ind

! | PDU | 1<#8,0,

! *DTC_REQ_PDU !(FDL_DATA_ ! WRITE_
! I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>
|
|

] >| >lee>
[ R /! : !
I(FDL_CYC_DATAI![SRD_RES_PDU]!"store PDU ! Write.ind
_REPLY.con)*noData ! v I<#8,IVID1>

! [Fxxxx| D\ FHH**] >

! 1#8: WRITE_REQ!
!*n 0 Data !*************!

I[SRD_REQ_PDU]! !

I[SRD_RES_PDU]! !
I*no Data ! !

Figure 68. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / first Write or Write with

changed Invoke ID / Request part
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Master/Requester . Slave/Responder

User!lFMS LLI FDL BUS FDL LLI FMS!User
! 1= | = | =====l====|=====

I Write.res

'no Data !(FDL_DATA_ ! WRITE_
I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>

! ! !

! ! ! 1<#8,IVID1>
! ! ! I <

! ! ! !

! ! ! IWRITE_

! ! ! I'RES_PDU]
! ! ! !

! ! ! IDTC.res

! ! ! 1<#8,0,

! ! ! I WRITE_

! ! ! I RES_PDU>
! ! I[IDTC_RES_PDU]!<----
! ! ! !

! ! I(FDL_REPLY_ !

! ! I UPDATE.req !

! ! I <Low>) !

! ! (--1<-mmm- [ !

! ! (--1------ >l !

! ! I(FDL_REPLY_ !

! ! ! UPDATE.con) IDTC.ind
! ! ! 1<#8,0,

!

!

!

] Slocee> loeees >leeaa>
<----I< I< /! n !
DTC.con!(FDL_CYC_DATAI![SRD_RES PDU]!"recall PDU ! Write.ind
<#7,0, ! _REPLY.con) *DTC_RES_PDU! : I<#8,IVID1>
WRITE_ | **WRITE_RES ! : >
_RES PDU>!I ! PDU el 1 D]\, ettt
I"store PDU ! 1#8: WRITE_REQ!

[ | V | !*************!

Write.con P¥****|D\xexex] ! !
<#7,IVID1>#7: WRITE_RES! ! !

[Eiiasrs sy | |

Figure 69. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / first Write or Write with
changed Invoke ID / Response part
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Master/Requester . Slave/Responder

User!lFMS LLI  FDL BUS FDL  LLI FMS!User
| I= | =. | =====l====|=====
! ! ! IDTC.ind
! ! ! I<#8,0,
! no Data !(FDL_DATA_ ! WRITE_
!
!
|

I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>

R B
N e AT
I(FDL_CYC_DATAI![SRD_RES_PDU]!"recall PDU ! Write.ind
I REPLY.con) *DTC_REQ_PDU! : I<#8,IVID1>
I o PPWRITE_RES_ P*|DMxess*] >
I"store PDU ! PDU 1#8: WRITE_REQ!
v | [rakdkkrkkikkk] \Write.res
[rakik | DM ***x] ! 1<#8,IVID1>
I#7: WRITE_RES! ! I <ee-
!*************! | |
! ! IWRITE_
! ! I'RES_PDU]
! ! !
! ! IDTC.res
! ! I<#8,0,
! ! ' WRITE_
! ! I RES_PDU>
! I[IDTC_RES_PDU]!<----
! ! !
! I(FDL_REPLY_ !
! I UPDATE.req !
! I<Low>) !
!
!
!
I
I

(-lmee>]

I(FDL_REPLY_ !

I UPDATE.con) IDTC.ind

! ! 1<#8,0,

no Data !(FDL_DATA_ ! WRITE_

I
I
I
!
I
I
I
!
I
I
I
!
!
!
!
!
!
!
! I SRD_REQ_PDU]! REPLY.ind)! REQ_PDU>
I

|

I p-—Y FRE, N Y S >
N I /! n !
I(FDL_CYC_DATA![SRD_RES_PDU]"recall PDU ! Write.ind
I REPLY.con) *DTC_RES_PDU! : I<#8,IVID1>
! : P*WRITE_RES _ F***|DM*****] - >
I"store PDU ! PDU #8: WRITE_REQ!
! \Y | !*************!

!*****I D M*****! | I
I#7: WRITE_RES! ! !
!*************! | |

Figure 70. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / new Write Response from Slave /
no Request from Master
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Master/Requester . Slave/Responder

User!FMS LLI  FDL BUS FDL  LLI FMS!User
! = | =. | =====l===c=l=====
! ! IDTC.ind
! ! I<#8,0,
*no Data !(FDL_DATA_ ! WRITE_
'[SRD REQ_PDUJ! REPLY.ind) ! REQ _PDU>

]------- Sleee> oo Sl>
N e A
I(FDL_CYC_DATAI![SRD_RES_PDU]!"recall PDU ! Write.ind
I REPLY.con) *DTC_RES_PDU! : I<#8,IVID1>
! : IWRITE_RES__ P***|DM***** >
I"store PDU ! PDU 1#8: WRITE_REQ!
! V | !*************!

!*****I D M*****! | ]

#7: WRITE_RES! ! !

|**kkkkkhkkkkhkkx| | |

I*no Data !|(FDL_DATA_ ! WRITE_
I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>

! I*no Data ! !

! I[SRD_REQ_PDUJ! !

! r ] >|! !

! I[<--mmmm-, /! I Write.res

! I[SRD_RES_PDU]! I<#8,IVID1>
! I*no Data ! I <

] ] | ]

! ! ! IWRITE_

! ! ! I RES_PDU]

! ! ! !

! ! ! IDTC.res

I I I 1<#8,0,

! ! ! F'WRITE_

! ! I[DTC_RES_PDU]! RES_PDU>
! ] 1 I<oomm

! ! I(FDL_REPLY_ !

! ! I UPDATE.req !

! ! I<Low>) !

! ] (--1<mmmmme [ !

! ] (=-1-mmmn >] !

! ! I(FDL_REPLY_ !

! ! I UPDATE.con) IDTC.ind

! ! ! I<#8,0,

|

|

| F - Slocea> oeoes D - >
[l /o~
I(FDL_CYC_DATAI![SRD_RES_PDU]!"recall PDU ! Write.ind
I REPLY.con) *"DTC_RES PDU! : I<#8,IVID1>
I PPWRITE_ RES [RRERR [ DM**FFFA] >
I"store PDU ! PDU 1#8: WRITE_REQ!

! \Y | !*************!

!*****I D M*****! | I
I#7: WRITE_RES! ! !
!*************! ! !

Figure 71. Master-Slave Commun. Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / no Write Response from Slave
between SRD_REQ_PDUs
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Master/Requester . Slave/Responder

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

| I= | =. | =====l====|=====

Write.req ! ! ! !
<#7,IVID1>! ! ! !
> ! ! !
\old IVID ! ! ! !

! ! ! !
[WRITE_REQ! ! ! !
_PDU] ! ! ! !

I

DTC..req! o L
<#7.0, ! ! !
WRITE_ ! ! ! !
REQ_PDU>NIVID ident. ! ! !
e R | D kx| I |
1#7: WRITE_RES! ! !
!*************! ! !

I"recall PDU ! ! !
v | ! !
P ! !
DTC.con! ! ! !

<#7.0, [DTC_ REQ PDU! ! !

WRITE_ ! ! !

RES_PDU>!(FDL_ SEND ! ! !
| UPDATE.req) ! ! !

R >1--) ! !
Write.con !  [<------ 1--) ! !
<#7,IVID1>!(FDL_SEND_ ! ! !
I UPDATE.con) "*WRITE_REQ_ IDTC.ind
! PDU ! I<#8, O

|

! *DTC_REQ_PDU !(FDL_DATA_ ! WRITE_

! I[SRD_REQ_PDU]J! REPLY.ind) | REQ_PDU>
!
|

] >| >lee>
[ e /! : !
I(FDL CYC_DATA![SRD_RES_PDU]!"store PDU ! Write.ind
REPLY con)*noData ! v I<#8,IVID1>
[Fxxxx| D\ FHH**] >

1#8: WRITE_REQ!

I

| [hxkxFkkFhxFhxk|
! ! !
|

Figure 72. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / Write with the same Invoke ID /

Request part
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Master/Requester . Slave/Responder

User'FMS LLI FDL BUS FDL LLI FMS!User
| I= | = | ===l
! I Write.res
! I<#8,IVID1>
! I <o
! !
! [WRITE_RES
! I PDU]
|
|
|
|
|
|

IDTC.res

I<#8,0,

I WRITE_

I RES_PDU>
! I<----
I[IDTC_RES_PDU]!
1 |
I(FDL_REPLY_ !
I UPDATE.req !
I<Low>) !

(--1------ >] !

I(FDL_REPLY_ !

! UPDATE.con) IDTC.ind
! ! 1<#8,0,
I*no Data !(FDL_DATA_ ! WRITE_
I[SRD_REQ_PDU]! REPLY.ind)! REQ_PDU>
|

]------- ] LS ) PRS- >
< e N~
I(FDL_CYC_DATAI![SRD_RES_PDU]!"recall PDU ! Write.ind
I REPLY.con) *DTC_RES_PDU! : I<#8,IVID1>
! : PWRITE_RES  I¥***|DMrexrx] >
I"store PDU ! PDU 1#8: WRITE_REQ!
! V | !*************!

!*****I D M*****! | I
I#7: WRITE_RES! ! !
!*************! | |

Figure 73. Master-Slave Communication Relationship / Connection for Cyclic Data
Transfer with no Slave Initiative / Write with the same Invoke ID /
Response part
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Unconfirmed FMS services with requester = master:

Unconfirmed FMS services are services which are not confirmed by the user. For
these services low or high priority may be used. The mapping of the unconfirmed
FMS services onto Layer 2 is described here for the example of the Information-
Report service. All other unconfirmed FMS services are mapped in the same way.

InformationReport service:

On a connection for Cyclic Data Transfer with no Slave Initiative the Informa-

tionReport service is used for a single writing of data into a slave. FMS maps a

request (InformationReport.req) onto the LLI service primitive DTA.req. The pri-

ority chosen by the user of the master is transferred transparently. The LLI

maps a DTA.req with high priority onto the Layer 2 service SRD with high prior-

ity. The LLI maps a DTA.req with low priority onto the Layer 2 service CSRD.

Each request causes a transmission of the INFORMATION-REPORT_REQ_PDU with a
SRD_REQ_PDU from the master to the slave. The resulting FDL_DATA_REPLY.ind leads

to a DTA.ind from the LLI of the slave to FMS. FMS maps this indication onto an
InformationReport.ind and passes it to the user.

The SRD_REQ_PDU causes the update memory in the slave to be read. If there is
data available (e.g. READ_RES_PDU), this data is transported to the master with

the SRD_RES_PDU. If there is no data available in the update memory, then the
SRD_RES_PDU contains no data and does not lead to a confirmation to FMS.

If there is memory available again (Buffer_free) for the LLI of the slave to re-

ceive another DTA_REQ_PDU, the LLI generates a DTA_ACK_PDU to signal this to the

LLI of the master. The LLI stores the DTA_ACK_ PDU in the high or low priority

Layer 2 update memory (FDL_REPLY_UPDATE.req <Low/High>) corresponding to the
priority with which the DTA_REQ_PDU was passed to LLI by the Layer 2. The fol-

lowing SRD_REQ_PDU causes the update memory to be read. The SRD_RES_PDU trans-
ports the DTA_ACK_PDU to the LLI of the master. This does not lead to a confir-

mation to FMS.
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Master/Requester . Slave/Receiver

User!lFMS LLI FDL BUS FDL LLI FMS!User
! 1= | =, | =====l====|=====

INFO.req ! *no Data ! !
<#7,High>! I[SRD_REQ_PDU]J! !
> Vo] > !
[INFO_REQ ! I[<---mmmm-- /] !
PDU] ! I[SRD_RES_PDU]! !
! *no Data ! !

DTA.req! ! ! !

<#7,0, ! ! ! !

HIGH, ! ! ! !

INFO_ ! ! ! IDTA.ind
REQ_PDU>![DTA_REQ_PDU]**INFO_REQ_ ! I<#8,0,

-->I(FDL_DATA_ ! PDU  !(FDL_DATA_ ! High,
| REPLY.req DTA_REQ_PDU ! REPLY.ind !INFO_
I<High>)  ![SRD_REQ_PDU]'<High>) ! REQ_PDU>

o] >l >l >le>
o [<-- e /! !
I(FDL_DATA_ ![SRD_RES_PDU]! I INFO.ind
I REPLY.con) '*no Data ! I <#8,High>
! ! ! e
! ! !
*no Data ! !
I[SRD_REQ_PDU]! !
[ I >|! I
I[<--------- /! !
I[SRD_RES_PDU]! !
*no Data ! !
I'\Buffer_free!
I"generate !

!
]

! IDTA_ACK_PDU'!
! ! !

! [DTA_ACK_PDU]!
! ! !

! (FDL_REPLY_ !
! I UPDATE.req !

! I<High>) |

!

!

!

!

!

(--1------ > !
I(FDL_REPLY_ !
I UPDATE.con) !
| |
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
[ F— >1--->] !
[ (SRR U UU— /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! !
! REPLY.con) *DTA_ACK_PDU'! !
v | ! !
N\Buffer_free ! ! !
| | | |

Figure 74. Master-Slave Communication Relationship / Connection for Cyclic
Data Transfer with no Slave Initiative / InformationReport with
high Priority
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Master/Requester . Slave/Receiver

User!lFMS LLI FDL BUS FDL LLI FMS!User
| I= | = | ===—=|====|=====
INFO.req ! *no Data ! !
<#7,Low> ! I[SRD_REQ_PDU]! !
> I !
[INFO_REQ ! | C— N !
PDU] ! [SRD_RES_PDU]! !
DTA.req! *no Data ! !
<#7,0, ! ! ! !
Low, ! ! ! !
INFO_ ! ! ! !
REQ_PDU>![DTA_REQ_PDU]J! ! !
-->I(FDL_SEND_ ! ! !
I UPDATE.req) ! ! !
T NN ! !
R ! IDTA.ind
I(FDL_SEND_ ! ! 1<#8,0,
| UPDATE.con) ! I(FDL_DATA_ ! Low,
! *DTA_REQ_PDU ! REPLY.ind ! INFO_
! [SRD_REQ_PDUJ'<Low>) ! REQ_PDU>

! o] > >l--a>
o[- I /! !
I(FDL_CYC_DATAI[SRD_RES_PDU]! ! INFO.ind
I REPLY.con) *no Data ! I <#8,Low>
! ! ! R

*no Data ! !

I[SRD_REQ_PDU]! !

S e !

I[<-mmmmmem- /! !

I[SRD_RES_PDU]! \Buffer_free!
I*no Data !"generate !

! I DTA_ACK_PDU!
I I I

! I[IDTA_ACK_PDU]!
! I(FDL_REPLY_ !
! I UPDATE.req !

! I<Low>) !
I

|

|

|

I

!(FDL_REF;LY_ !
I UPDATE.con) !
! ! !
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
[ F— >1--->] !
[ (SN U UUN— /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! !
! REPLY.con) *DTA_ACK_PDU'! !
v | ! !
N\Buffer_free ! ! !
! ! ! !

Figure 75. Master-Slave Communication Relationship / Connection for Cyclic
Data Transfer with no Slave Initiative / InformationReport with
low Priority
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Connection for Cyclic Data Transfer with Slave Initiative (MSCY_SI)

On a connection for Cyclic Data Transfer with Slave Initiative the mapping of
the confirmed FMS services Read and Write, of the unconfirmed FMS services (re-
guester = master) and of the Reject service is analogous to the mapping for a
connection for Cyclic Data Transfer with no Slave Initiative (see subclause
4.3.4.1.1). The transmission of remote FMA7 services is not permitted on connec-
tions for Cyclic Data Transfer with no Slave Initiative.

Unconfirmed FMS services with requester = slave:

Unconfirmed FMS services are services which are not acknowledged by the user.
For these services low or high priority may be used. The mapping of the uncon-
firmed FMS services onto Layer 2 is described here for the example of the Infor-
mationReport service. All other unconfirmed FMS services are mapped in the same
way.

InformationReport service:

On a connection for Cyclic Data Transfer with Slave Initiative the Information-

Report service is used for a single writing of data into a master. FMS maps each

request (InformationReport.req) onto the LLI service primitive DTA.req. The pri-

ority chosen by the user of the slave is transferred transparently. Correspond-

ing to the priority, the LLI stores a DTA_REQ_PDU into the high or low priority

Layer 2 update memory. The following SRD_REQ_PDU causes the update memory to be

read. The SRD_RES PDU transports the INFORMATION-REPORT_REQ_PDU to the master.
The resulting FDL confirmation leads to a DTA.ind from the LLI of the master to

FMS. The FMS maps this DTA.ind onto an InformationReport.ind and passes it to

the user.

If there is memory available again (Buffer_free) for the LLI of the master to

receive another DTA_REQ PDU, the LLI generates a DTA_ACK_PDU to signal this to
the LLI of the slave. Corresponding to the priority with which the DTA_REQ_PDU

was passed to LLI by the Layer 2, LLI maps the DTA_ACK_PDU either onto the Layer

2 service SRD with high priority or onto the Layer 2 service CSRD. The following
SRD_REQ_PDU transports the DTA_ACK_PDU to the LLI of the slave. This does not
lead to a confirmation to FMS.
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Master/Receiver . Slave/Requester

User'FMS LLI FDL BUS FDL LLI FMS!User
| I= | =. | =====l====|=====

I UPDATE.con) !

! ! !

no Data  !(FDL_DATA_ !
WSRD REQ_PDU]! REPLY.ind) !

! *no Data ! I INFO.req
! I[SRD_REQ_PDUJ! ! <#8,High>
| F]----- >]! | I g—

I | — / !

! I[SRD_RES_PDU]! IINFO_REQ_
! *no Data ! | PDU]

I I I I

! ! ! IDTA.req

! ! ! I<#8,0,

! ! ! I High,

! ! ! I'INFO_

! ! ! I REQ_PDU>
! ! |[DTA REQ PDU]I<----
I I

! ! !(FDL_REPLY_ !

! ! I UPDATE.req !

! ! l<HIGH>) !

! ! (--1<-mmm- [ !

! ! (--t---- > |

! ! I(FDL_REPLY_ !

I I

I I

I

I

I

I

!(FDL_CYC_DATA![SRD_RES_PDU]! !
I _REPLY.con) *"DTA REQ _PDU! !
! I*INFO_REQ_ ! !
S | ! PDU ! !
DTA.ind ! ! ! !
<#7,0, ! ! ! !
High, ! ! ! !
INFO_ ! ! ! !
REQ_PDU>N\Buffer_free ! ! !
I"generate ! ! !
INFO.ind ! DTA_ACK_PDU'! ! !
<#7,High>! ! ! !
<---- I[DTA_ACK_PDU]! ! !
| | | |
I(FDL_DATA_ ! I(FDL_DATA_ !
I REPLY.req *"DTA_ACK_PDU ! REPLY.ind !
I<H|gh>) I[SRD_REQ _ PDU]'<H|gh>) !

! R P— N
I(FDL_DATA_ ![SRD_RES PDU]! v !
I REPLY.con) *no Data \Buffer_free !

! ! ! !

Figure 76. Master-Slave Communication Relationship / Connection for Cyclic
Data Transfer with Slave Initiative / InformationReport with
high Priority

0 Copyright by PNO 1997 - all rights reserved

Page 444



PROFIBUS-Specification-Normative-Parts-6:1997

Master/Receiver . Slave/Requester

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

! 1= ! = | =====l====|=====

I*no Data ! I INFO.req

I UPDATE.con) !
! ! !
no Data  !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
|

|

! I[SRD_REQ_PDUJ! I <#8,Low>
! Il > I <o

! I[<-mmmmmm-- /! !

! I[SRD_RES_PDU]! I[INFO_REQ_
! *no Data ! ! PDU]

! ! ! IDTA.req

! ! ! I<#8,0,

! ! ! I Low,

! ! ! I'INFO

! ! ! I REQ_PDU>
! ! I[DTA_REQ_PDU]!<----
! ! I(FDL_REPLY_ !

! ! ! UPDATE.req !

! ! I <Low>) !

! ! (--1<---- [ !

! ! (--1------ >l !

! ! I(FDL_REPLY_ !

I I

] ]

I

I

I

I

Y O B — 1 !
|(FDL_CYC_DATAI[SRD_RES_PDU]! !
| REPLY.con) *DTA_REQ_PDU ! !

! I"*INFO_REQ_ ! !
<wl<—[ 1 PDU | !
DTA.ind ! ! ! !
<#7,0, | ! ! !
Low, ! ! ! !

INFO_ NBuffer_free ! ! !
REQ_PDU>!"generate ! ! !

I DTA_ACK_PDU ! ! !

INFO.ind ! ! ! !
<#7,Low> ![DTA_ACK_PDU]! ! !

P

I(FDL_SEND_ | ! !
| UPDATE.req) ! ! !

S I--) ! !
I(FDL_SEND_ ! ! !

| UPDATE.con) ! I(FDL_DATA_ !

! *DTA_ACK_PDU ! REPLY.ind !

! I[SRD_REQ_PDU]!<Low>) !

! o] >l---->] !

o [<-—--- I /1o !
I(FDL_DATA_ ![SRD_RES PDU]! v !
I REPLY.con) "no Data \Buffer_free !

| | | |

Figure 77. Master-Slave Communication Relationship / Connection for Cyclic Data

Transfer with Slave Initiative / InformationReport with low Priority
Connection for Acyclic Data Transfer with no Slave Initiative (MSAC)
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Connections for Acyclic Data Transfer with no Slave Initiative shall be estab-
lished like all other connection oriented communication relationships using a
connection establishment service (Initiate).

During the subsequent data transfer phase all FMS and all remote FMA7 services,
for which the master is requester, are permitted on this connection. Multiple
connections for Acyclic Data Transfer with no Slave Initiative may exist to a
slave at the same time. All these connections shall use the Poll List LSAP in
the master and different LSAPs in the slave.

With the first FMS service (e.g. InformationReport.req) or the first FMA7 serv-

ice (e.g. FMA7-Read-Value.req) the LLI starts the polling of the slave
(FDL_CYC_POLL_ENTRY.req) by the Layer 2 service CSRD on the respective connec-
tion. The Layer 2 service CSRD causes a continual sending of SRD_REQ_PDUSs to the
slave (polling). If the master has received the last outstanding LLI PDU, the

polling to the slave is stopped on this connection (FDL_CYC_POLL_ENTRY.req). A
new service request from FMS or FMA7 causes LLI to start the polling of the

slave again until all outstanding LLI PDUs have been transmitted from the slave

to the master.

Optionally the connection may be monitored in the master or the slave.

Connections for Acyclic Data Transfer with no Slave Initiative may be released
with the Abort service.

Confirmed FMS services:

Confirmed FMS services are services which are acknowledged by the user. The map-
ping of the confirmed FMS services onto Layer 2 is described here for the exam-

ple of the Read service. All other confirmed FMS services are mapped in the same
way.

Read service:

On a connection for Acyclic Data Transfer with no Slave Initiative the Read

service is used for reading of data from a slave. The user marks each read re-

quest (Read.req) with a special identification (Invoke ID). In this way it is

possible to relate the sent read request to the received read response. The FMS

maps each read request (Read.req) onto the LLI service primitive DTC.req. The
READ_REQ_PDU is transferred from the master to the slave with a SRD_REQ_PDU. The
resulting FDL_DATA_REPLY.ind leads to a DTC.ind from the LLI of the slave to
FMS. The FMS maps the DTC.ind onto a Read.ind to the user.

The user of the slave passes the Read.res to FMS. The FMS generates the
READ_RES PDU and passes it with a DTC.res to LLI. The LLI stores the
READ_RES_PDU in the low priority Layer 2 update memory (FDL_REPLY_UPDATE.req
<Low>). The following SRD_REQ _PDU causes the update memory to be read. The
SRD_RES_PDU transports the data to the master. This leads to a DTC.con from LLI

to FMS in the master and then to a Read.con from FMS to the user.

If the user of the slave did not provide the data before a SRD_REQ_PDU arrives,
then the SRD_RES_PDU does not contain any data and does not lead to a DTC.con

(empty polling).
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Master/Requester . Slave/Responder

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

! 1= ! =. | =====l====|=====

Read.req ! ! ! !
<#7,IVID1>! ! ! !
> ! ! !
[READ_REQ ! ! ! !
PDU] ! ! ! I
DTC.req! ! ! !
<#7,0, ! ! ! !
READ_ ! ! ! !
REQ_PDU>![DTC_REQ_PDU]! ! !
---->|(FDL_SEND_ ! ! !
I UPDATE.req) ! ! !

I I--) ! !

I(FDL_SEND_ ! ! !

I UPDATE.con) ! ! !

\no outst. ! ! !

! LLI PDUs ! ! !
"enable ! ! !

l Polling ! ! !

I(FDL_CYC_POLL! ! !

I _ENTRY. req) ! ! !

o [<---- I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) "*READ_REQ_ ! IDTC.ind
Read.req ! ! PDU ! 1<#8,0,
<#7/IVID2>! *DTC_REQ_PDU !(FDL_DATA_ ! READ_
> I[SRD REQ_PDU]! REPLY.ind) ! REQ_PDU>
! ! >! >l--a>
[READ_REQ_! [<------ O /! !
PDU] I(FDL_CYC_DATAI[SRD_RES_PDU]! ! Read.ind
DTC.req! _REPLY.con) *no Data ! I<#8,IVID1>
<#7,0, ! ! ! I >
READ_ ! ! ! !
REQ_ PDU>I[DTC REQ_PDU! ! !
---->|(FDL_SEND_ ! ! !
I UPDATE.req) ! ! !

o[- I--) ! !
I(FDL_SEND_ !
I UPDATE. con) I*READ REQ IDTC.ind

! I PDU ! '<#8 0,

! *DTC_REQ_PDU !(FDL_DATA_ ! READ_

! I[SRD_REQ_PDU]! REPLY.ind) ! REQ_PDU>

! o] >l >leae>

I [<----- R /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! ! Read.ind
! _REPLY.con) *no Data ! I<#8,IVID2>

! ! ! I >

Figure 78. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with no Slave Initiative / parallel Read Services /
Request part
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Master/Requester . Slave/Responder

User'FMS LLI FDL BUS FDL LLI FMS!User

| I= | =. | =====l====|=====
! I Read.res
! I<#8,IVID1>
! -
! [READ_RES_
|
|
|
|

I PDU]

IDTC.res

1<#8,0,

I READ _
IIDTC_RES_PDU]! RES_PDU>
I(FDL_REPLY_ I<----

I UPDATE.req !
I <Low>) !

( !
(--I ...... >] |
I(FDL_REPLY_ ! Read.res

| UPDATE.con) |<#8,IVID2>
I*no Data !(FDL_DATA_ ! <---
I[SRD REQ_PDU]! REPLY.ind) !
I >l----->]  |[READ_RES_

<—---'< I< /! I PDU]
DTC.con !(FDL_CYC_DATA![SRD_RES_PDU]! IDTC.res
<#7,0, ! _REPLY.con) *"DTC_RES_PDU'! 1<#8,0,
READ_ ! *READ_RES_ ! I READ_
RES_PDU>! I PDU ! I RES_PDU>
< ! I[DTC_RES_PDU]!<----
Read.con ! ! I(FDL_REPLY_ !
<#7,IVID1>! ! I UPDATE.req !
! I<Low>) !
! R SRR [ !
! (-t >] !
! I(FDL_REPLY_ !
|

|
|
I
I
! I UPDATE.con) !
[ I*no Data !(FDL_DATA_ !
! '[SRD REQ_PDU]! REPLY.ind) !
I
<----l< I< /! |
DTC.con |(FDL_CYC_DATA![SRD_RES_PDUJ! !
<#7,0, | _REPLY.con) *"DTC_RES_PDU ! !
READ_ ! I**READ_RES_ ! !
RES_PDU>N\no outst. ! PDU ! !
<---- |LLIPDUs ! ! !
Read.con !"disable ! ! !
<#7,IVID2>! Polling ! ! !
I(FDL_CYC_POLL! ! !
! _ENTRY.req) ! ! !

i [<------ I--) ' !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !

Figure 79. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / parallel Read Services /
Response part
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Unconfirmed FMS services with requester = master:

Unconfirmed FMS services are services which are not acknowledged by the user.
For these services low or high priority may be used. The mapping of the uncon-
firmed FMS services onto Layer 2 is described here for the example of the Infor-
mationReport service. All other unconfirmed FMS services are mapped in the same
way.

InformationReport service:

On a connection for Acyclic Data Transfer with no Slave Initiative the Informa-

tionReport service is used for a single writing of data into a slave. The FMS

maps each request (InformationReport.req) onto the LLI service primitive
DTA.req. The priority chosen by the user of the master is transferred transpar-

ently. The LLI maps a DTA.req with high priority onto the Layer 2 service SRD

with high priority. The LLI maps a DTA.req with low priority onto the Layer 2

service CSRD. Each request causes a transmission of the INFORMATION-
REPORT_REQ_PDU with a SRD_REQ_PDU from the master to the slave. The resulting
FDL_DATA_REPLY.ind leads to a DTA.ind from the LLI of the slave to FMS. The FMS
maps this indication onto an InformationReport.ind and passes it to the user.

The SRD_REQ_PDU causes the update memory in the slave to be read. If there is
data available (e.g. READ_RES_PDU), this data is transported to the master with

the SRD_RES_PDU. If there is no data available in the update memory, then the
SRD_RES PDU contains no data and does not lead to a confirmation to FMS.

If there is memory available again (Buffer_free) for the LLI of the slave to re-

ceive another DTA_REQ_PDU, the LLI generates a DTA_ACK_PDU to signal this to the

LLI of the master. The LLI stores the DTA_ACK_PDU into the high or low priority

Layer 2 update memory (FDL_REPLY_UPDATE.req <Low/High>) corresponding to the
priority with which the DTA_REQ_PDU has been passed to LLI by the Layer 2. The
following SRD_REQ PDU causes the update memory to be read. The SRD_RES PDU
transports the DTA_ACK _PDU to the LLI of the master. This does not lead to a
confirmation to FMS.
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Master/Requester . Slave/Receiver

User!FMS LLI FDL BUS FDL LLI FMS!User
| = | = | —====l====l=====
INFO.req ! ! ! !
<#7,High>! ! ! !
> | ! ! !
[INFO_REQ ! ! ! !
pPDU] ! ! ! !
DTA.req! ! ! !
<#7,0, ! ! ! !
High,INFO! ! ! !
_REQ_PDU>! ! ! !
---->I[DTA_REQ_PDU]! ! !
\no outst. ! ! !
I'LLI PDUs ! ! !
"enable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY. req) ! ! !

R I ! !

I(FDL_CYC_POLL! ! !

I _ENTRY.con) ! ! IDTA.ind

! *INFO_REQ_ ! 1<#8,0,

I(FDL_DATA_ ! PDU  |(FDL_DATA_ !High,

I REPLY.req DTA_REQ_PDU!REPLY.ind !INFO_
I <High>) ![SRD_ REQ PDU]'<High>) ! REQ PDU>

P > ! >l--a->

[ R /! !

I(FDL_DATA_ ![SRD_RES_PDU]! ! INFO.ind
INFO.req ! REPLY.con) I*no Data ! ! <#8,High>
<#7,High>! ! ! >
> ! ! !

[INFO_REQ'! ! ! !

PDU] ! ! ! !

DTA.req! ! ! !

<#7,0, ! ! ! !

High,INFO! ! ! !
_REQ_PDU>! ! ! !

---->I[DTA_REQ_PDU]! ! IDTA.ind
! *INFO_REQ_ 1<#8,0,

I(FDL_DATA_ ! PDU  |(FDL_DATA_ !High,
I REPLY.req *DTA_REQ_PDU!REPLY.ind !INFO_
I <High>) ![SRD_REQ PDU]'<High>) !REQ_PDU>

o] >l >l >le>

N R /! !

I(FDL_DATA_ ![SRD_RES_PDU]! ! INFO.ind
I REPLY.con) '*no Data ! I <#8,High>

! ! ! I

Figure 80. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / parallel InformationReport
Services with high Priority / Request part
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Master/Requester . Slave/Receiver

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

| 1= | =. | =====l====|=====
! N\Buffer_free !
! I"generate !
! IDTA_ACK_PDU'!
! I[IDTA_ACK_PDU]!
! ! !
! I(FDL_REPLY_ !
! I UPDATE.req !
!
!
I
!
!
I

I<High>) |

(--1-m-- >l !
I(FDL_REPLY_ !
I UPDATE.con) !
| |
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
b - >l--->] !
P [<----- I /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]N\Buffer_free !
I REPLY.con) *DTA_ACK PDU! !
v | "generate !
N\Buffer_free ! IDTA_ACK_PDU !
! I[IDTA_ACK_PDU]!
! I(FDL_REPLY_ !
! I UPDATE.req !
! I<High>) !
|
|
|
|

(--1<---- [ !
(--1------ >l !
I(FDL_REPLY_ !
I UPDATE.con) !
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
I >l--->] !
[ (S U /! !
I(FDL_CYC_DATAI[SRD_RES_PDU]! !
I REPLY.con) *DTA_ACK_PDU! !
v | ! !
N\Buffer_free ! ! !
\no outst. ! ! !
I'LLI PDUs ! ! !
I"disable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
| _ENTRY.req) ! ! !
[ S ) ! !
I [ I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
I I I I

Figure 81. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / parallel InformationReport
Services with high Priority / Receiver part
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Master/Requester . Slave/Receiver

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

| I= | =. | =====l====|=====

INFO.req ! ! ! !
<#7,Low> ! ! ! !
—_—> ! ! !
[INFO_REQ ! ! ! !
pPDU] ! ! ! !
DTA.req! ! ! !
<#7,0, ! ! ! !
Low,INFO_! ! ! !
REQ_PDU>! ! ! !
---->I[DTA_REQ_PDU]! ! !
\no outst. ! ! !
I'LLI PDUs ! ! !
"enable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY. req) ! ! !

R I ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
I(FDL_SEND_ ! ! !
| UPDATE.req) ! ! !

I [<--- I--) ! IDTA.ind
INFO.req (FDL_SEND_ "*INFO_REQ_ ! 1<#8,0,
<#7,Low> ! UPDATE.con)! PDU I(FDL_DATA_ !Low,
—> *DTA_REQ _PDU ! REPLY.ind !INFO_
[INFO_REQ'! I[SRD REQ PDU]!<Low>) | REQ_PDU>
PDU] ! ] >leaea>
DTAreq! [<-—--- S /! !
<#7,0,Low,!/(FDL_CYC_DATA![SRD_RES_PDU]! I INFO.ind
INFO_ !'REPLY.con) !"no Data ! I <#8,Low>
REQ_PDU>! ! ! [
---->I[DTA_REQ_PDU]! ! !
I(FDL_SEND_ ! !
I UPDATE.req) ! ! !
I >1--) ! !
o[- I--) ! IDTA.ind
I(FDL_SEND_ *™*INFO_REQ_ ! 1<#8,0,
I UPDATE.con) ! PDU I(FDL_DATA_ !Low,
! *DTA_REQ _PDU ! REPLY.ind !INFO_
! I[SRD_REQ_PDU]!<Low>) ! REQ_PDU>

! ] >! >l-->

| [< ______ [ — /1 |
I(FDL_CYC_DATAI![SRD_RES_PDU]! ! INFO.ind
I REPLY.con) '*no Data ! I <#8,Low>

! ! ! I

Figure 82. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with no Slave Initiative / parallel InformationReport
Services with low Priority / Request part
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Master/Requester . Slave/Receiver

User!lFMS LLI  FDL BUS FDL  LLI FMS!User

| 1= | =. | =====l====|=====
! N\Buffer_free !
! I"generate !
! IDTA_ACK_PDU'!
! I[IDTA_ACK_PDU]!
! ! !
! I(FDL_REPLY_ !
! I UPDATE.req !
!
!
I
!
!
I

I<Low>) !
(--1<------ [ !
(--1------ >l !
I(FDL_REPLY_ !
I UPDATE.con) !
| |
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
o] >l--->] !
P [<----- I /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]N\Buffer_free !
I REPLY.con) *DTA_ACK PDU! !
v | "generate !
N\Buffer_free ! IDTA_ACK_PDU !
! I[IDTA_ACK_PDU]!
! I(FDL_REPLY_ !
! I UPDATE.req !
! I<Low>) !
|
|
|
|

(--1------ >l !
I(FDL_REPLY_ !
I UPDATE.con) !
I*no Data !(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
I >l--->] !
[ (S U /! !
I(FDL_CYC_DATAI[SRD_RES_PDU]! !
I REPLY.con) *DTA_ACK_PDU! !
v | ! !
N\Buffer_free ! ! !
\no outst. ! ! !
I'LLI PDUs ! ! !
I"disable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
| _ENTRY.req) ! ! !
[ S ) ! !
I [ I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
I I I I

Figure 83. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / parallel InformationReport
Services with low Priority / Receiver part
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Remote FMAY services:

Remote FMAY services are mapped onto the LLI in the same way as the confirmed
FMS services. All FMAY services are acknowledged by the user. The mapping of the
remote FMAY services onto Layer 2 is described here for the example of the Read
Value Rem service. All other remote FMA7 services are mapped in the same way.

Read Value Rem service:

On a connection for Acyclic Data Transfer with no Slave Initiative the Read

Value Rem service is used for reading of variables or counters in a slave. FMA7

maps each read request (ReadValueRem.req) onto the LLI service primitive

DTC.req. The READ_VALUE-REM_REQ_PDU is transported with a SRD_REQ_PDU from the
master to the slave. The resulting FDL_DATA_REPLY.ind leads to a DTC.ind from

the LLI of the slave to FMA7. FMA7 maps the DTC.ind onto a ReadValueRem.ind to

the user.

The user of the slave passes the ReadValueRem.res to FMA7. FMA7Y generates the
READ-VALUE-REM_RES_PDU and passes it with a DTC.res to LLI. LLI stores the READ-
VALUE-REM_RES PDU in the low priority Layer 2 update memory
(FDL_REPLY_UPDATE.req <Low>). The following SRD_REQ_PDU causes the update memory
to be read.

The SRD_RES_PDU transports the READ-VALUE-REM_RES_PDU to the master. This leads
in the master to a DTC.con from LLI to FMA7 and then a ReadValueRem.con from

FMA7Y to the user. If the user of the slave did not provide the data before a
SRD_REQ_PDU arrives, then the SRD_RES_PDU does not contain a READ-VALUE-
REM_RES PDU and does not lead to a DTC.con to FMA7 (empty polling).

The following abbreviations are used in the figures below:
RV.xxx  : ReadValueRem.xxx service primitive

RV_XXX_PDU : READ-VALUE-REM_XXX_PDU
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Master/Requester . Slave/Responder

User!lFMA7 LLII FDL BUS FDL LLI FMS!IFMA7
| = | = l======—=—=——= I====l=====

RV.req<#2>! ! ! !
> ! ! !
[RV_REQ_ ! ! ! !
PDU] ! ! ! !
DTC.req! ! ! !
<#2,1, ! ! ! !
RV_REQ_! ! ! !
PDU> I[DTC_REQ_PDU]! ! !
---->|(FDL_SEND_ ! ! !
I UPDATE.req) ! ! !
I >1--) ! !
I [ I-- ! !
I(FDL_SEND_ ! ! !
I UPDATE.con) ! ! !
\no outst. ! ! !
ILLI PDUs ! ! !
I"enable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.req) ! ! !
I >1--) ! !
I [<---- I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con) ! ! !
! ! ! IDTC.ind
! **RV_REQ_PDU'! I<#1,1,
! *DTC_REQ_PDU !(FDL_DATA_ !'RV_REQ
! I[SRD_REQ_PDU]! REPLY.ind) ! _PDU>
! ] >! >l---->
o[- e /! !
I(FDL_CYC_DATAI![SRD_RES_PDU]! I'RV.ind
| _REPLY.con) *no Data ! I <#1>
! ! ! I eeee >

Figure 84. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / Mapping of the Read Value
Rem Service / Request part
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Master/Requester . Slave/Responder

User!FMA7 LL|. FDL BUS FDL LLI FMS!FMA7
| I= | =. | =====l====|=====

| |
! I RV.res
! I <#1>
! I <
! I[RV_RES
! I PDU]
! IDTC.res
! I<#1,1,RV_
! I RES_PDU>
I[DTC_RES_ PDU]!<----
I(FDL_REPLY_ !
I UPDATE.req !
I <Low>) !
(--1<-m---- [ !
(--1------ >l !
I(FDL_REPLY_ !
I UPDATE.con) !
I*no Data !|(FDL_DATA_ !
I[SRD_REQ_PDU]! REPLY.ind) !
! bl e I
<----I< I< /! !
DTC.con !(FDL_CYC_DATAI![SRD_RES_PDU]! !
<#2,1, ! REPLY.con) *"DTC_RES_PDU ! !
RV_RES'! *RV_RES_PDU ! !
PDU> | ! ! !
P ! ! !
RV.con<#2>! ! ! !
\no outst. ! ! !
I'LLI PDUs ! [ !
I"disable ! ! !
I Polling ! ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.req) ! ! !
I >1--) ! !
I [<-- I--) ! !
I(FDL_CYC_POLL! ! !
I _ENTRY.con)! ! !
| | | |

Figure 85. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with no Slave Initiative / Mapping of the Read Value
Rem Service / Response part
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Connection for Acyclic Data Transfer with Slave Initiative (MSAC_SI)

On a connection for Acyclic Data Transfer with Slave Initiative the mapping of

all confirmed FMS services and of the unconfirmed FMS services (requester = mas-
ter) is analogous to the mapping for a connection for Acyclic Data Transfer with

no Slave Initiative (see data transfer definition).

The transmission of remote FMA7 services is not permitted on connections for
Acyclic Data Transfer with Slave Initiative.

The polling (CSRD) is started for this communication relationship
(FDL_CYC_POLL_ENTRY.req) during the connection establishment. The polling is
continued until an Abort releases the connection.

Unconfirmed FMS services with requester = slave:

Unconfirmed FMS services are services which are not acknowledged by the user.
For these services low or high priority may be used. The mapping of the uncon-
firmed FMS services onto Layer 2 is described here for the example of the Infor-
mationReport service. All other unconfirmed FMS services are mapped in the same
way.

InformationReport service:

On a connection for Acyclic Data Transfer with Slave Initiative the Information-

Report service is used for a single writing of data from a slave into a master.

The FMS maps each request (InformationReport.req) onto the LLI service primitive

DTA.req. The priority chosen by the user of the slave is transferred transpar-

ently. Corresponding to the priority, the LLI stores a DTA.req into the high or

low priority Layer 2 update memory. The following SRD_REQ_PDU causes the update

memory to be read. The SRD_RES_PDU transports the INFORMATION-REPORT_REQ_PDU to
the master. The resulting FDL confirmation leads to a DTA.ind from the LLI of

the master to FMS. FMS maps this DTA.ind onto a InformationReport.ind and passes

it to the user.

If there is memory available again (Buffer_free) for the LLI of the master to

receive another DTA_REQ_PDU, the LLI generates a DTA_ACK_PDU to signal this to
the LLI of the slave. Corresponding to the priority with which the DTA_REQ_PDU

was passed to LLI by the Layer 2, LLI maps the DTA_ACK_PDU either onto the Layer

2 service SRD with high priority or onto the Layer 2 service CSRD. The following
SRD_REQ_PDU transports the DTA_ACK_PDU to the LLI of the slave. This does not
lead to a confirmation to FMS.
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Figure 86. Master-Slave Communication Relationship / Connection for Acyclic
Data Transfer with Slave Initiative / InformationReport with high
Priority
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Figure 87. Master-Slave Communication Relationship / Connection for Acyclic

Data Transfer with Slave Initiative / InformationReport with low
Priority
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6.3.4.3 Mapping of FMS/FMA7 Services onto Layer 2 for a Master-Master Communica-
tion Relationship

In this subclause the mapping of the FMS/FMA7 services onto the Layer 2 services
is described. A master - master communication in Layer 2 is assumed.

Connection for acyclic Data Transfer (MMAC)

Connections for Acyclic Data Transfer shall be established like all other con-
nection oriented communication relationships using a connection establishment
service (Initiate).

During the subsequent data transfer phase only the Layer 2 service SDA is used.

In this way parallel and mutual FMS services may be performed efficiently on the
same connection. All confirmed and unconfirmed FMS services and all remote FMA7
services are permitted on this connection. Multiple connections for Acyclic Data
Transfer may exist to a master at the same time. All these connections shall use
different LSAPs. Optionally the connection may be monitored (see data transfer
definition).

A connection for Acyclic Data Transfer is released with an Abort service (see
connection release definition).

Confirmed FMS services:

Confirmed services are services which are acknowledged by the user. The mapping
of the confirmed FMS services onto Layer 2 is described here for the example of
the Read service. All other confirmed FMS services are mapped in the same way.

Read service:

On a connection for Acyclic Data Transfer the Read service is used for reading

of data out of a master. The user marks each read request (Read.req) with a spe-

cial identification (Invoke ID). In this way it is possible to relate the sent

read request to the received read response. The FMS maps each read request onto
the LLI service primitive DTC.req. The READ_REQ_PDU is transmitted from the re-
guester to the responder with a low priority SDA_REQ_PDU. The resulting
FDL_DATA_ACK.ind leads to a DTC.ind from the LLI of the responder to FMS. FMS
maps the DTC.ind onto a Read.ind to the user.

When the user of the responder has passed the Read.res to FMS, FMS generates the
READ_RES PDU and passes it with a DTC.res to LLI. LLI passes the READ_RES PDU to
Layer 2 using a FDL_DATA_ ACK.req <Low>. The resulting SDA_REQ_PDU transports the
data to the requester. The READ_RES PDU is passed to LLI using a
FDL_DATA ACK.ind. LLI passes it to FMS using a DTC.con. Then FMS passes the
Read.con to the user.
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Figure 88. Master-Master Communication Relationship / Connection for Acyclic

Data Transfer / Mapping of a confirmed Service for the Example of
the Read Service of FMS
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Unconfirmed FMS services:

Unconfirmed FMS services are services which are not acknowledged by the user.
For these services low or high priority may be used. The mapping of the uncon-
firmed FMS services onto Layer 2 is described here for the example of the Infor-
mationReport service. All other unconfirmed FMS services are mapped in the same
way.

InformationReport service:

On a connection for Acyclic Data Transfer the InformationReport service is used

for a single writing of data into a master. The FMS maps each request (Informa-
tionReport.req) onto the LLI service primitive DTA.req. The priority chosen by

the user is transferred transparently. LLI maps a DTA.req with high priority

onto the Layer 2 service SDA with high priority. LLI maps a DTA.req with low

priority onto the Layer 2 service SDA with low priority. Each request leads to a

transmission of the INFORMATION-REPORT_REQ_PDU with a SDA_REQ_PDU from the re-
quester to the receiver. The resulting FDL_DATA_ACK.ind leads to a DTA.ind from

the LLI of the receiver to FMS. FMS maps the DTA.ind onto an InformationRe-

port.ind to the user.

If there is memory available again (Buffer_free) for the LLI of the master (re-

ceiver) to receive another DTA_REQ_PDU, the LLI generates a DTA_ACK_PDU to sig-

nal this to the LLI of the master (requester). The LLI maps the DTA_ACK_PDU onto

the Layer 2 service SDA with high or low priority corresponding to the priority

with which the DTA_REQ_PDU was passed to LLI by the Layer 2. The SDA_REQ_PDU
transports the DTA_ACK_PDU to the LLI of the master (requester). This does not

lead to a confirmation to FMS.
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Figure 89. Master-Master Communication Relationship / Connection for Acyclic

Data Transfer / InformationReport with high Priority

The sequence of an InformationReport with low priority is analogous to that
shown the figure above. <Low> shall be read in place of <High>.
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Remote FMAY services:

All remote FMA7 services are acknowledged by the user. The mapping of these
services onto Layer 2 is described here for the example of the Read Value Rem
service. All other remote FMA7Y services are mapped in the same way.

Read Value Rem service:

On a connection for Acyclic Data Transfer the Read Value Rem service is used for
reading of variable values or counters out of a master. FMA7 maps each read re-

guest (ReadValueRem.req) onto the LLI service primitive DTC.req. The READ_VALUE-
REM_REQ_PDU is transported with a SDA REQ_PDU with low priority from the re-
guester to the responder. The resulting FDL_DATA_ACK.ind leads to a DTC.ind from

the LLI of the responder to FMA7. FMA7 maps the DTC.ind onto a ReadValueRem.ind
to the user.

When the user of the responder has passed the Read-Value-Rem.res to FMA7, FMA7
generates the READ-VALUE-REM_RES_PDU and passes it to LLI with a DTC.res. LLI
passes the READ-VALUE-REM_RES_PDU to Layer 2 with a FDL_DATA_ACK.req <Low>. The
resulting SDA_REQ_PDU transports the data to the requester. The READ-VALUE-
REM_RES PDU is passed to LLI with the FDL_DATA_ACK.ind. LLI passes it to FMA7
using a DTC.con. Then FMA7 passes the ReadValueRem.con to the user.
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Figure 90. Master-Master Communication Relationship / Connection for Acyclic
Data Transfer / Mapping of a remote FMA7 Service for the Example of
the ReadValueRem Service
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6.3.4.4 Monitoring on Data Transfer
Interpretation of the Layer 2 Confirmation Primitive

During the data transfer phase the parameter L_status of the Layer 2 confirma-
tion primitive (FDL_XXX.con) is interpreted. Certain values of the parameter
L_status (see formal LLI state machine definition) lead to a connection release
and in some cases to an error message (LLI-FAULT.ind) to FMA?7.

Monitoring the Connection

During the data transfer phase the availability of a connection may be moni-
tored. According to the kind of connection two monitoring mechanisms are distin-
guished:

Monitoring of a connection for Acyclic Data Transfer:

This kind of monitoring is optional and specific to the connection. If a connec-

tion is to be monitored, both partners shall take part in monitoring. During the
connection establishment phase this is guaranteed by the context test. The con-
nection monitoring may be performed on master-master and master-slave connec-
tions (with or with no Slave Initiative). The monitoring mechanism is the same
for master and slave on each acyclic connection type. The connection monitoring
is configured specific to the connection by entering a time interval greater
than O into the attribute ACI (Acyclic Control Interval, receive interval) in

the context of the LLI CRL. ACI is the time interval in which the failure of a
connection shall be surely recognized. The connection monitoring is started af-
ter a successful connection establishment (STimer, RTimer).

The correct operation of a connection for acyclic data transfer is recognized by
receiving a correct LLI PDU during the monitoring interval ACI. It shall be
guaranteed that both partners send a LLI PDU during the send interval (con-
trolled by the STimer). If the send interval expires and no LLI PDU has been
sent, then LLI sends a control message (IDLE_PDU). After each sending of a LLI
PDU the send interval starts again. After each receipt of a LLI PDU the receive
interval (controlled by the RTimer) starts again. This interval shall be equal

for both partners. If no LLI PDU has been received during the receive interval,

the connection is disturbed and shall be released (see connection release defi-
nition).

The send interval is a third of the receive interval (ACI).

Monitoring of a connection for Cyclic Data Transfer:

The monitoring is specific to the connection. It checks if during the time in-
terval CCI (Cyclic Control Interval), which has been configured in the CRL, an
event occurs, which confirms the correct operation of the connection.

The monitoring is started by the first confirmed Layer 7 request (in the master

the first DTC.req from the FMS; in the slave the arrival of the first
DTC_REQ_PDU). The receipt of an expected DTC_RES_PDU in the master, or the arri-
val of a SRD.ind in the slave, during the monitoring interval (timer T3) shows

that the connection is operating correctly. In this case the LLI starts the
monitoring interval again. If the monitoring interval expires, the connection is

disturbed and shall be released (see see connection release definition).

The user of the master may monitor the user of the slave during the execution of
the first request because it does not receive the response out of the local IDM.

For all following requests with the same Invoke ID this is not possible because

the response is taken from the IDM and the user cannot detect the actualization
of the IDM (receipt of a DTC_RES_PDU). Because the actualization of the IDM dur-
ing the connection monitoring is detected by LLI, LLI monitors automatically the
user of the slave in addition to the connection. To guarantee the monitoring of

the user at any time the connection monitoring is mandatory in the master.

In the slave the monitoring is optional. It only makes sense if the slave can
react upon a connection failure (e.g. fail-safe, redundancy switch-over). The
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failure of the user of the master cannot be detected with this monitoring.

6.3.4.5 Flow Control in LLI

The flow control regulates the LLI PDU traffic on connection-oriented communica-
tion relationships. The method is identical for connections for acyclic and cy-
clic data transfer. It includes confirmed and unconfirmed FMS services and all
FMA7 services equally.

During the configuration of the CRL the resources for the confirmed LLI user
services (max SCC, max RCC) and the unconfirmed services (max SAC, max RAC) are
defined specific to the connection.

- max SCC contains the maximum permitted number of parallel confirmed LLI user
services to the remote communication partner. For each confirmed service of
the LLI user to be sent an own DTC requester state machine shall be availa-
ble.

- max RCC contains the maximum permitted number of parallel confirmed LLI user
services from the remote communication partner. For each confirmed service of
the LLI user which is received an own DTC responder state machine shall be
available.

- max SAC contains the maximum permitted number of parallel unconfirmed FMS ser-
vices to the remote communication partner. For each unconfirmed FMS service
which to be sent an own DTA requester state machine shall be available.

- max RAC contains the maximum permitted number of parallel unconfirmed FMS ser-
vices from the remote communication partner. For each unconfirmed FMS service
which is received an own DTA acknowledge state machine shall be available.

On connections for cyclic data transfer max SCC and max RCC shall have the value
0, because here no parallel confirmed services are permitted.

During connection establishment the resources of both communication partners are
checked to be compatible (see context test in LLI definition).

In the data transfer phase LLI uses up to four counters on each connection (SCC,
RCC, SAC, RAC) for the execution of parallel FMS services. LLI stores the number
of currently used state machines (DTC requester, DTC responder, DTA requester
and DTA acknowledge state machines) in these counters.

For the transmission of a confirmed LLI user service the LLI user passes a
DTC.req to LLI. LLI uses a free DTC requester state machine and increments SCC.
The arrival of the associated DTC_RES_PDU releases the DTC requester state ma-
chine and decrements SCC at the same time. If there is no free DTC requester
state machine left for the DTC.req (SCC = max SCC), LLI performs a connection
release.

Upon receipt of a confirmed LLI user service (DTC_REQ_PDU), LLI uses a free DTC
responder state machine and increments RCC. The arrival of the associated
DTC.res from the LLI user releases the DTC responder state machine and decre-
ments RCC at the same time. If there is no free DTC responder state machine left

upon receipt of a DTC_REQ_PDU (RCC = max RCC), LLI performs a connection re-
lease.

For the transmission of an unconfirmed FMS service on a connection FMS passes a
DTA.req to LLI. LLI uses a free DTA requester state machine and increments SAC.
The arrival of the associated DTA_ACK_PDU releases the DTA requester state ma-
chine and decrements SAC at the same time. If there is no free DTA requester
state machine left for the DTA.req (SAC = max SAC), LLI ignores the request.

Upon receipt of an unconfirmed FMS service (DTA_REQ_PDU) the LLI uses a free DTA
acknowledge state machine and increments RAC. If a free buffer is notified
(Buffer_free) the DTA acknowledge state machine is released and RAC is decre-
mented at the same time. If there is no free DTA acknowledge state machine left

upon receipt of a DTA_REQ_PDU (RAC = max RAC), LLI performs a connection re-
lease.
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6.4  Connectionless Communication Relationships

A connectionless communication relationship is either a one-to- many (multicast)
or a one-to-all (broadcast) communication relationship. For connectionless com-
munication relationships neither a connection establishment, nor a connection
release is performed. They are always in the data transfer phase. Connectionless
communication relationships are especially appropriate for application processes
with the following requirements:

- Synchronization of local clocks

- Global alarms

- Synchronous start of process parts
- Snapshots of process objects

6.4.1 Broadcast Data Transfer

For the broadcast communication relationship the master sends an unconfirmed
message to all other stations (masters and slaves).

Broadcast communication relationships have the following features:
- The requester of a broadcast message is always a master.

- The receivers of a broadcast message are all other stations with exception of
the requester.

- Only the LLI service "DTU" (high or low priority) is permitted.

- Unconfirmed data transfer

Broadcast communication relationships use the following addressing in Layer 2:
- At the requester every LSAP (0, 2 to 62/NIL) may be used.

- At every receiver the global FDL address (127) and the global LSAP (63) shall
be addressed.

6.4.2 Multicast Data Transfer

For a multicast communication relationship the master sends an unconfirmed mes-
sage to a group of stations (masters and slaves).

Multicast communication relationships have the following features:
- The requester of a multicast message is always a master.

- The receiver of a multicast message is always a group of stations, which does
not include the requester.

- Only the LLI service "DTU" (high or low priority) is permitted.

- Unconfirmed data transfer.

Multicast communication relationships use the following addressing in Layer 2:
- At the requester every LSAP (0, 2 to 62/NIL) may be used.

- At every receiver the global FDL address (127) and an individual LSAP (0, 2 to
62/NIL) shall be addressed.

6.4.3 Mapping of FMS Services onto Layer 2

In this clause the sequence of the data transfer with connectionless communica-
tion relationships is described for the example of the characteristic FMS serv-

ice InformationReport. For a connectionless communication relationship only the
unconfirmed FMS services InformationReport, UnsolicitedStatus and EventNotifica-
tion are permitted. FMS maps these services on connectionless communication re-
lationships onto the LLI service DTU. LLI maps the DTU service onto the Layer 2
service SDN. Only this Layer 2 service allows the simultaneous addressing of
several stations.
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For a multicast / broadcast communication relationship the InformationReport
service shall be used to write data in several or in all other stations (masters
and slaves).

Every user request (InformationReport.req) is mapped by FMS onto a DTU.req and
results in a transmission of an INFO_REQ_PDU from the requester to the receivers
using a SDN_REQ_PDU. The resulting FDL_DATA.con causes no action in the LLI of
the requester. At the receivers, the FDL_DATA.ind causes the LLI to pass a
DTU.ind to FMS. FMS constructs the InformationReport.ind for the user out of the
DTU.ind.
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Requester Receiver 1
Master . Master/Slave

User!lFMS LLI FDL BUS FDL  LLI FMS!User

| I= | ==, | —== | | =

INFO.req ! ! ! !
<#5,Pri- ! ! ! !
ority> ! ! ! !
> ! ! !
! ! ! !
[INFO_REQ ! ! ! !
pPDU] ! ! ! IDTU.ind
! ! ! I<#8,LLI
---->I[DTU_REQ_PDU] **INFO_REQ_ ! ISAP,Pri-
DTU.req ! ! PDU ! lority,
<#5,LLI ! *DTU_REQ_PDU! IINFO_REQ_
SAP,Pri- |(FDL_DATA.req)![SDN_REQ_PDU]Y(FDL_DATA.ind)!PDU>
ority, ! ]----—--- Sleotootoeae D >l--->
INFO_ ! [<------- =) ! ! I INFO.ind
REQ_PDU> [(FDL_DATA.con)! ! ! | <#8,Pri-
! [ ! I ority>
! ! R >
! ! !
! !
! ! Receiver 2
| === |
! ! IDTU.ind
! ! I<#9,LLI
! ! ISAP,Pri-
! ! lority,
! ! IINFO_REQ_
! I(FDL_DATA.ind)!PDU>
tomme- ] (RS >l--->
! ! ' INFO.ind
! ! I <#9,Pri-
! ! I ority>
! ! L
! ! !
] ]
! ! Receiver n
| === |
! ! IDTU.ind
! ! I<#6,LLI
! ! ISAP,Pri-
! ! lority,
! ! IINFO_REQ _
! I(FDL_DATA.ind)!PDU>
S S— ] [RR— >l-->
! I' INFO.ind
! I <#6,Pri-
! I ority>
[

Figure 91. Broadcast Communication Relationship / Mapping of an unconfirmed FMS
Service for the Example of InformationReport Service
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Requester Receiver 1
Master . Master/Slave

User!lFMS LLI FDL BUS FDL  LLI FMS!User

| I= | ==, | —== | | =

INFO.req ! ! ! !
<#5,Pri- ! ! ! !
ority> ! ! ! !
—> ! ! !
[INFO_REQ ! ! ! !
PDU] ! ! ! IDTU.ind
! ! ! I<#8,LLI
---->I[DTU_REQ_PDU] **INFO_REQ_ ! ISAP,Pri-
DTU.req ! ! PDU ! lority,
<#5,LLI ! *DTU_REQ_PDU! IINFO_REQ_
SAP,Pri- |(FDL_DATA.req)![SDN_REQ_PDU]Y(FDL_DATA.ind)!PDU>
ority, ! ] Sl-t--+ > >l--->
INFO_ ! [<------ =) ! ! I INFO.ind
REQ_PDU> |(FDL_DATA.con)! ! ! ! <#8,Pri-
! [ ! I ority>
! ! Ioeeeee >
! ! !
! !
! ! Receiver 2
| === |
I I I
I I I
! ! !
B — > !
! ! !
! ! !
! ! !
! !
! ! Receiver n
| === |
! ! IDTU.ind
! ! I<#6,LLI
! ! ISAP,Pri-
! ! lority,
! ! IINFO_REQ_
! I(FDL_DATA.ind)!PDU>
Femnnas b [RRER—— >l-->
! ' INFO.ind
! | <#6,Pri-
I ority>
L

Figure 92. Multicast Communication Relationship / Mapping of an unconfirmed FMS
Service for the Example of InformationReport Service / Receiver 2 is
not member of this Multicast Station Group
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6.5 LLIPDUs

LLI distinguishes between ten different PDU Types by unique function codes (FC).
The assignment of function codes to PDU types is shown in the table below.

Table 20. Coding of the LLI PDU Types

+ + === —== ==+
I FC ! LLI PDU Type !

+ + —-== —-== ==+
1 0000 ! Associate Request PDU (ASS_REQ_PDU) !

+ + +

1 0001 ! Associate Response PDU (ASS_RES_PDU) !

+ + +

1 0010 ! Associate Negative Response PDU (ASS_NRS_PDU) !

+ + +

1 0011 ! Abort Request PDU (ABT_REQ_PDU) !

+ + +

10100 ! Data Transfer Confirmed Request PDU (DTC_REQ_PDU) !

+ + +

10101 ! Data Transfer Confirmed Response PDU (DTC_RES PDU) !

+ + +

10110 ! Data Transfer Acknowledged Request PDU (DTA_REQ_PDU) !

! 0111 ! Data Transfer Acknowledged Acknowledge PDU !
I I(DTA_ACK_PDU) !
+ + +

11000 ! Data Transfer Unconfirmed Request PDU (DTU_REQ_PDU) !
11001 ! Idle Request PDU (IDLE_REQ_PDU) !
+ + +

Every LLI PDU consists of a number of octets. The significance of each bit
within an octet is defined in the figure below.

Significance MSB LSB

Bit Number: b8 b7 b6 b5 b4 b3 b2 bl

Figure 93. Significance of the bits within an octet

In the following PDU descriptions the octet 1 shall always be transmitted first.
The general structure of a LLI PDU is shown in the following figure.

0 Copyright by PNO 1997 - all rights reserved



PROFIBUS-Specification-Normative-Parts-6:1997

! Octet 1 !

IMSB LSB!

+ + + + + + 1--//

I Length !'Reserved!Reserved! LLI ! LLI ! Length !
IExtension! ! I SAP ! Function ! Extension !

I Bit ! Bit ! Bit ! ! Code ! Octet !

+ + + + + + +--//

I1bit ! 1bit! 1bit!1bit! 4bits !0/1 octet!

/1--+ + +
! I I

I LLIInfo ! LLIUser PDU !
! ! !

/--+ + +
1'0to noctets ! 0 to m octets !

Figure 94. General Structure of a LLI PDU

Meaning of the fields of a LLI PDU:
Length Extension Bit

This field of length 1 bit shall indicate whether the fields Length Extension
Octet and LLI Info are present. If the field Length Extension Bit has the value
0, then the fields Length Extension Octet and LLI Info are absent. If the field
Length Extension Bit has the value 1, then the fields Length Extension Octet and
LLI Info are present.

Reserved Bit
These fields each of length 1 bit are reserved for future use.
LLI SAP

This field of length 1 bit shall specify the LLI SAP which is configured in the

CRL of the sending LLI for this communication relationship. The LLI SAP 0 is al-
ways assigned to the LLI user FMS. The LLI SAP 1 is always assigned to the LLI
user FMATY.

LLI Function Code
This field shall contain the function code of the LLI PDU.
Length Extension Octet

This field gives the length of the field LLI Info in octets. The Length Exten-
sion Octet and the field LLI Info are only present if the Length Extension Bit
has the value 1.

LLI Info

This field contains further LLI protocol information.
LLI User PDU

This field shall contain the PDU from the LLI user.

Octet Octet Octet Octet
! 1 12 13t0ol11! 12toz
Fomeoet et + + + + +
121'0!'0!LLI 'OOOO! 9 ! LLI ! LLIUser !
111 I1SAP ! ! I Context ! PDU !
Fomo et + + + | +
111 1 4 1 9 n

bit bit bit bit bits octet octets octets

Figure 95. Structure of the ASS_REQ_PDU
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Octet Octet Octet Octet Octet Octet
3 4 5 6 7 8to 11

+ + + + + + +
I Type ! MAX_SCC | MAX_RCC ! MAX_SAC ! MAX_RAC! ACI !
+ + + + + + +

1 octet 1 octet 1 octet 1 octet 1 octet 4 octets
ACI:

+ + + + +

1 Octet 8! Octet 9! Octet 10 ! Octet 11 !
+ + + + +

MS byte LS byte

Figure 96. Structure of the Field LLI Context of the ASS_REQ_PDU

The field Type shall indicate the type of the communication relationship (see
LLI CRL definition) and may contain the following values:

Table 21. Coding for the Field Type

b8 bl <- bit position
00000000 : MMAC
00000001 : MSAC
00000101 : MSAC_SI
00000011 : MSCY
00000111 : MSCY_SI

The fields "MAX_SCC", "MAX_RCC", "MAX_SAC" and "MAX_RAC" may take the values 0
to 255 and shall be coded as Unsigned8.

The value of ACI shall be multiplied by 10 ms to determine the control interval
for the Idle Control and shall be coded as Unsigned32.

(Range: 0 ms to (10 * (2**32 - 1)) ms).

Octet Octet
! 1 I 2toz !
T S B — R Y/ —— +
10!'O!O!LLI 10001 ! LLI User !
11 1SAP ! I PDU !
T S B — R Y/ —— +
111 1 4 n

bit bit bit bit bits octets

Figure 97. Structure of the ASS_RES_PDU

Octet Octet

! 1 I 2toz !

§ T SR B — R Y/ — +

10!'0!O!LLI 10010 LLI User !

11 1SAP ! I PDU !

§ T SR B — R Y/ — +
111 1 4 n

bit bit bit bit bits octets

Figure 98. Structure of the ASS_NRS_PDU
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Octet Octet Octet Octet Octet
! 1 121 31 4 1 5t0z !
Fomet et + + + + + +
1210!'0!LLI '0011!2 + n !lldent- 'Reason !Additional !
11 ITSAP ! ! lifier ! Code ! Detail !
Fomet et + + + + + +
111 1 4 1 1 1 Oto 16
bit bit bit bit bits octet octet octet octets

Figure 99. Structure of the ABT_REQ_PDU

Identifier

This field shall indicate the reason for the co
the following values:

nnection release and may contain

Table 22. Coding for the Field Identifier

b8
0000000O0
00000001
00000010
00000011

Reason Code

bl <- bit position

User

LLI User
LLI
Layer 2

This field shall indicate the reason for the connection release depending on the

identifier.

Table 23. Coding for the Field Reason Code

If the reason lies in Layer 2, then the field Reason Code shall contain the

L_status and may take the following values:

b8
00000000O0
00000001
00000010
00000011
00000100

bl <- bit position

RR
LR
NA
RDL
RDH

If the reason is located in LLI, then the field Reason Code may take the follow-

ing values:
b8 b

000000O0O0
00000001

000000
to
000010

If the reason is located at the LLI user or at
Code may take the following values:

b8 bl
0000000
0000000
0000001
to
1111111

1 <- bit position
ABT_RC1
ABT_RC2
ABT_RC3

to
ABT_RC12

10
11

the user, then the field Reason

<- bit position

0 : ABT_RC1

1 : ABT_RC2

0 : ABT_RC3
to

1 : ABT_RC256
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Additional Detalil

This field shall contain additional details about the connection release depend-
ing on the identifier and Reason Code.

If the reason is located in Layer 2, then the field Additional Detail is omit-
ted.

If the reason is located in LLI and the Reason Code indicates LLI-LLI context
test negative, then the field Additional Detail shall contain the LLI context of
the requester of the release (9 octets). For all other reason codes the field
Additional Detail shall be omitted.

If the reason is located at the LLI user then the field Additional Detail shall
contain the value (max. 16 octets) given by the LLI user.

If the reason is located at the user, then the field Additional Detail shall
contain the value (max. 16 octets) given by the LLI User.

Octet Octet
! 1 I 2toz !
B I - E S T +
10!'0!0!LLI '0100! LLI User !

L TSAP | I PDU !
B I - E S T +
111 1 4 n

bit bit bit bit bits octets

Figure 100. Structure of the DTC_REQ_PDU

Octet Octet
! 1 I 2toz !
§ T S B — R Y/ — +
10!'0O!O!LLI 10101 " LLI User !
11 1SAP ! I PDU !
S R T S — S — S — T — +
111 1 4 n

bit bit bit bit bits octets

Figure 101. Structure of the DTC_RES_PDU

Octet Octet
! 1 I 2toz !
S R T S — S — S — 7| — +
10!'0!'0O'LLI '0110! LLIUser !

11 1SAP ! I PDU !
B U U S B — B — Y/ C— +
111 1 4 n

bit bit bit bit bits octets

Figure 102. Structure of the DTA_REQ_PDU
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Octet
! 1 !
B U O S R — +
10!'0!0O'LLI '0111!
11 1SAP ! !
S S S S— — +
111 1 4

bit bit bit bit bits

Figure 103. Structure of the DTA_ACK_PDU

Octet Octet
! 1 I 2toz !
§ R S B — R Y/ — +
10!'0!0O!'LLI '1000! LLI User !
11 1SAP ! ' PDU !
S S B — R Y/ — +

111 1 4 n
bit bit bit bit bits octets

Figure 104. Structure of the DTU_REQ_PDU

Octet
! 1 !
R SR R R S — +
10!'0!'O!LLI 1001

111 ISAP 1 |
N S S S— R — +
111 1 4

bit bit bit bit bits

Figure 105. Structure of the IDLE_REQ_PDU
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6.6 Start of LLI

After power-on, or after the LLI is reset from the FMA7, the start of the LLI
begins. The starting phase is processed by the basic state machine of the LLI.
Only after attaining the READY state is the LLI ready for operation and may ac-
cept requests for connection establishment or connectionless communication serv-
ices (Broadcast / Multicast).

6.6.1 Conditions of Readiness for Operation

The following conditions shall be fulfilled for the successful termination of
the starting phase (State of the LLI Basic State Machine = READY):

- Static part of the LLI CRL is present.

- Sufficient resources are available for the dynamic part of the LLI CRL.

- Sufficient resources are available for the Poll List and the LSAP Configura-
tions.

- Sufficient resources are available for timers, buffers and state machines etc.

6.6.2 Predefinition of the dynamic part of the LLI CRL

In the starting phase the dynamic part of the LLI CRL is created and predefined
by the LLI. For a connection-oriented communication relationship the predefini-
tion is shown in the following figure. For a broadcast/multicast communication
relationship the predefinition is shown in the second next figure.

+==4== + + === d======
I IMANDA-! IStatus ! Closed !
I ITORY ! ! ! !
| S —— + + + +
[ ! IActual Remote Address ! -- !
11 1 + + +
[ ! IActual Remote LSAP ! -- !
[ TAt-  + + +
'l C Itributes!SCC ! Null !
'O !for + + +
ID!' N ! Admin- 'RCC ! Null !
Y!I D listra- + + +
IN!'Il Ition !SAC ! Null !
IAl' T lofthe + + +
IM! | ! Communi-IRAC ! Null !
11" O !cation + + +
IC! N 'Rela- !IMA ! false !

' A ltion- + + + +

I'L !'ship !lmage !'Request ! -- !
lused !Data !InvokelD ! !

|

!

[

'l linter- IMemory + + +
11 I'nally !(IDM) 'FMSPDU ! -- !
11 by LLI ! ! ! !

11 [ + + + +

1l ! I Poll Entry Enabled ! false !
11 | + + +

[ ! ! New ! - - !

[ ! + + +

11 ! ! Old ! -- !

+==4== + + === d======

Figure 106. Predefinition of dynamic Part of the CRL for a Connection-oriented
Communication Relationship
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+==+4===== + === + === +
ID IMANDATORY  !Status | CONLS-REQUESTER/ !

I ! | CONLS-RECEIVER !

+==4===== + === + === +

Figure 107. Predefinition of dynamic Part of the CRL for a Broad/Multicast Com-
munication Relationship

6.6.3  Generation of the Poll List and Transfer to Layer 2

In the starting phase the LLI creates the Poll List (see PROFIBUS Data Link
Layer) depending on the master-slave communication relationships in the CRL. The
multiplier value in the CRL shall be considered thereby for multiple entries.

The Poll List is delivered to Layer 2 with a FDL_CYC_DATA REPLY.req service
primitive. The necessary Service Access Point, the Poll List LSAP, shall be de-
fined in the header of the LLI CRL.

6.6.4  Activation of Service Access Points of Layer 2

The Service Access Points of Layer 2 shall be activated in the start-up phase by
LLI. The LLI of the master calls the service SAP Activate FMA1/2 for all LSAPs.
The LLI of the slave calls for all RSAPs the service RSAP Activate FMA1/2 and
for all LSAPs the service SAP Activate FMA1/2.

The following conditions apply in setting the LSAP parameters:

At the master
- For every master - master communication relationship for acyclic data transfer
with the connection attribute = "D or O" which is registered in the LLI CRL, a
LSAP with the following parameters shall be activated:

Access: Rem_add, if connection attribute = "D"

All,  if connection attribute = "O"
Service: SDA, Role_in_service = Both
The values of the other parameters result from the entries of the master - ma-
ster communication relationships in the static part of the LLI CRL.

- For master - master communication relationships for acyclic data transfer with
the connection attribute = "I", the assigned LSAP of the Layer 2 shall not be
activated in the start-up phase of LLI.

- All master - slave communication relationships shall be registered in the Poll
List of Layer 2. The Poll List LSAP of Layer 2 shall be activated with the
following parameters:

Access: All
Service: CSRD, Role_in_service = Initiator
SRD, Role_in_service = Initiator, if for a connection the max PDU
length for high priority messages is configured to be larger than O.
Confirm_mode: Data
The values of the other parameters result from the entries of the master -
slave communication relationships in the static part of the LLI CRL.

- For all broadcast or multicast communication relationships as a requester an
individual LSAP shall be activated with the following parameters:
Access: All
Service: SDN, Role_in_service = Initiator
The values of the other parameters results from the entries of the broadcast-
or multicast communication relationships in the static part of the LLI CRL.

0 Copyright by PNO 1997 - all rights reserved



PROFIBUS-Specification-Normative-Parts-6:1997

- For all broadcast communication relationships as a receiver the LSAP 63 shall
be activated with the following parameters:
Access: All
Service: SDN, Role_in_service = Responder
The values of the other parameters result from the entries of the broadcast
communication relationships in the static part of the LLI CRL.
- For every multicast communication relationship as a receiver the assigned
LSAP shall be activated with the following parameters:
Access: All
Service: SDN, Role_in_service = Responder
The values of the other parameters result from the entries of the multicast
communication relationships in the static part of the LLI CRL.
At the slave
- For every communication relationship of type MSAC or MSCY which is registered
in the CRL, the assigned RSAP shall be activated with the service RSAP Acti-
vate FMA1/2 with the following parameters:
Access: Rem_add, if connection attribute = "D"
All, if connection attribute = "O"
Indication_mode: Data
The values of the other parameters result from the entries of the master -
slave communication relationships in the static part of the LLI CRL.
- For all broadcast communication relationships as a receiver, the LSAP 63
shall be activated with the following parameters:
Access: All
Service: SDN, Role_in_service = Responder
The values of the other parameters result from the entries of the broadcast
communication relationships in the static part of the LLI CRL.
- For every multicast communication relationship as a receiver, the assigned
LSAP shall be activated with the following parameters:
Access: All
Service: SDN, Role_in_service = Responder
The values of the other parameters result from the entries of the multicast
communication relationships in the static part of the LLI CRL.

6.7 Formal Description of the LLI State Machines
The formal description of LLI is based upon a model. It describes the LLI proto-
col with the help of state machines (represented by state diagrams). The proto-
col sequences are described by different states (represented by ellipses with
the name of the state) and transitions between states (represented by lines with
arrows). State changes are caused by events (for example time out) combined with
conditions. The state changes in turn lead to actions or reactions.
Three different kinds of state machines are distinguished between:
a) the basic state machine of the LLI (start)
b) the CREF related state machines (connection establishment, open,

connection release, DTU)
c) the service related state machines (DTC, DTCC, DTA, IDLE)
The description of the state transitions is similar to the draft ISO 8802 Part
4. The elements used are the sequence (current state, event / condition => ac-
tion, next state) as well as constants, variables, service primitives, functions
and procedures.
The detailed description of the state transitions and actions is structured for
every state change as follows:
The first line defines the current state, the name of the transition and the
next state. Below, in the subsequent lines, shall follow:
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a) the events and conditions, which shall have become true for the transition
to the following state, and after that:

b) the actions which are executed before entering the next state.

The events and conditions to be evaluated and the actions to be executed are de-
scribed with a syntax based on the programming language PL/1. The constants,
variables, functions and procedures are described similarly to the data defini-

tions in the programming language PL/1. The PL/1 based descriptions are used to
simplify the understanding of the written text. They do not intend to represent
compatible elements of the language PL/1.

The FDL indications and confirmations shall represent events for the LLI state
machines. The assignment of these primitives to the state machines is dependent
on the implementation and is not specified in this specification.

Performance optimized slave implementations, which are able to issue the immedi-
ate response of Layer 7 with the immediate response of Layer 2, do not need to
realize explicitly certain states and state transitions in the related state ma-

chines of the responder, as long as the specified functionality is assured.

Definition of an unllowed PDU or an unallowed service primitive:

The PDU or the service primitive is defined in this specification and used in
the implementation, but is not allowed in the current state.

Definition of an unknown PDU or an unknown service primitive:

The PDU or the service primitive is either not defined in this specification or
not used in the implementation.

All incoming events are processed first by the service related state machines
(DTC, DTCC, DTA, IDLE). If the current event has no impact on these four state
machines or if they are not existing, it shall be processed by the CREF related
state machines (open, connection establishment, connection release, DTU). If the
current event has no impact on these four state machines or if they are not ex-
isting, it shall be processed by the basic state machine. If one of the follow-

ing FDL service primitives ((C)SRD.con/SRD.ind)has an impact on two LLI state
machines it shall be processed by both state machines.

In the following figures, rectangles with numbers are used to mark transitions
into another state machine.
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italic:

normal:
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Actions

Events or Commands

Transition for all Connection Types

Transition only for Master-Slave Connections
with and with no Slave Initiative

Transition only for Master-Slave Connections
with no Slave Initiative

Transition only for Master-Master Connections

Defined Connection, Master-Master or Master-
Slave Communication

Open Connection at the Initiator, Master-
Master Communication

Open Responder SAP

Transition only for the Master of a Master-
Slave Connection

Transition only for the Slave of a Master-
Slave Connection
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6.7.1  Start of LLI

State Diagram for Start of LLI
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N

2425 45
55 35 26,38 | 1
14,3465
LLI-START  J°
60
13 / 17
6 32,33,3¢
CHECK-CRL 15,31
A
) P
: 37
SAP-ACTIVATE LLI-DISABLE
20
N—— LOADING-CRL A
13
5,48, 16,40,36 4 61
55, 56 62
3, WAIT-FOR- 64
53 DEACT-CON
63, 67
18
12,
49,
Y 51
LOAD-POLL-LIST SAP-DEACTIVATE
21,2223,
42.46,47 N
A
7, 54 ?
' 10,11,50
LLI-READY ) 30

Figure 108. State Diagram for Start of LLI
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1 Description of State Transitions for start

Start

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

Power-On 1 LLI-START
=> start LLI CRL check
CRL load flag := false

LLI-START 2 SAP-ACTIVATE
LLI CRL check finished

\valid LLI CRL available

AND sufficient resources
AND LLI CRL contains at least one communication

relationship with a connection attribute unequal "I”
OR no connection attribute

=> predefine the dynamic part of the LLI CRL

(R)SAP_ACT.req

LLI-START 59 LLI-READY
LLI CRL check finished
\valid LLI CRL available
AND sulfficient resources
AND LLI CRL contains only communication relationships with a
connection attribute equal "I”
=> predefine the dynamic part of the LLI CRL
(R)SAP_ACT.req

SAP-ACTIVATE 3 LLI-READY
(R)SAP_ACT.con(OK)
\all SAPs activated
AND LLI CRL contains no Poll List LSAP
AND CRL load flag = false
=> start of all LLI state machines related to CREF

SAP-ACTIVATE 53 LLI-READY
(R)SAP_ACT.con(OK)
\all SAPs activated
AND LLI CRL contains no Poll List LSAP
AND CRL load flag = true
=> start of all LLI state machines related to CREF
LLI Enable.con(OK)

SAP-ACTIVATE 4 LOAD-POLL-LIST
(R)SAP_ACT.con(OK)
\LLI CRL contains one Poll List LSAP
AND all SAPs activated
=> CSRD.req(Poll_List)

SAP-ACTIVATE 5 ERROR
(R)SAP_ACT.con(NO/IV)
\CRL load flag = false
=> LLI-Fault.ind<RC = LLI_FMA7_RC1, AD = M_status>

SAP-ACTIVATE 55 ERROR
(R)SAP_ACT.con(NO/IV)
\CRL load flag = true
=> LLI-Fault.ind<RC = LLI_FMA7_RC1, AD = M_status>
LLI Enable.con(lV)
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Start

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

SAP-ACTIVATE 6 SAP-ACTIVATE
(R)SAP_ACT.con(OK)
\not all SAPs activated
=> (R)SAP_ACT.req, do not activate LSAP 1
if it is already activated

LOAD-POLL-LIST 7 LLI-READY
CSRD.con(L_status = OK)
\CRL load flag = false
=> start of all LLI state machines related to CREF

LOAD-POLL-LIST 54 LLI-READY
CSRD.con(L_status = OK)
\CRL load flag = true
=> start of all LLI state machines related to CREF
LLI Enable.con (OK)

LOAD-POLL-LIST 8 ERROR
CSRD.con(L_status = NO/LS/LR/IV)
\CRL load flag = false
=> LLI-Fault.ind<RC = LLI_FMA7_RC17, AD = L_status>

LOAD-POLL-LIST 57 ERROR
CSRD.con(L_status = NO/LS/LR/IV)
\CRL load flag = true
=> LLI-Fault.ind<RC = LLI_FMA7_RC17, AD = L_status>
LLI Enable.con(IV)

LLI-READY 9 SAP-DEACTIVATE
LLI Disable.req

\LLI CRL contains communication relationship

with CREF > 1

=> release all established connections and currently

establishing connections, except the

default management connection, <RC = ABT_RC24>;
delete all LLI state machines related to CREF
except for the default management CREF machines
SAP_DEACT.req, CRL load flag := true

SAP-DEACTIVATE 10 SAP-DEACTIVATE
SAP_DEACT.con(OK)
\SAP_DEACT.req not yet called for all SAPs
in {0, 2 to 63, NIL}
=> SAP_DEACT.req

SAP-DEACTIVATE 11 SAP-DEACTIVATE
SAP_DEACT.con(M_status = NO/IV)
\SAP_DEACT.req not yet called for all SAPs
in {0, 2to 63, NIL}
=> LLI-Fault.ind<RC = LLI_FMA7_RC2, AD = M_status>
SAP_DEACT.req
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=> Action Taken

SAP-DEACTIVATE 12 LLI-DISABLE
SAP_DEACT.con(OK)
\SAP_DEACT.req called for all SAPs in
{0, 2 to 63, NIL}
=> LLI Disable.con

LLI-DISABLE 13 LOADING-CRL
LLI Load CRL.req
\LLI CRL entry OK AND Number of
LLI CRL Entries not equal 0
=> LLI Load CRL.con(OK)

LLI-DISABLE 64 WAIT-FOR-DEACT-CON
LLI Load CRL.req
\LLI CRL entry OK
AND Number of LLI CRL Entries equals 0
AND CREF 1 existing in current CRL
AND state of CREF 1 equals closed
=> SAP_DEACT.req(SSAP = 1)

LLI-DISABLE 65 LLI-START
LLI Load CRL.req
\LLI CRL entry OK
AND Number of LLI CRL Entries equals 0
AND CREF 1 existing in current CRL
AND state of CREF 1 unequals closed
=> LLI Load CRL.con (SC)

LLI-DISABLE 14 LLI-START
LLI Load CRL.req
\LLI CRL entry NOK
=> LLI Load CRL.con(IV)

LOADING-CRL 15 LLI-START
LLI Load CRL.req
\LLI CRL entry NOK
=> LLI Load CRL.con(IV)

LOADING-CRL 16 LOADING-CRL
LLI Load CRL.req
\LLI CRL entry OK AND ( LLI CRL entry equals not CREF 1
OR (LLI CRL entry equals CREF 1 AND CREF 1 not existing in
current CRL))
=> LLI Load CRL.con(OK)

LOADING-CRL 61 WAIT-FOR-DEACT-CON
LLI Load CRL.req
\LLI CRL entry OK AND ( LLI CRL entry equals CREF 1 AND
CREF 1 existing in current CRL AND state of CREF 1
equals closed)
=> SAP_DEACT.req(SSAP =1)
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LOADING-CRL 66 LLI-START
LLI Load CRL.req
\LLI CRL entry OK AND ( LLI CRL entry equals CREF 1 AND
CREF 1 existing in current CRL AND state of CREF 1
unequals closed)
=> LLI Load CRL.con (SC)

WAIT-FOR-DEACT-CON 62 LOADING-CRL
SAP_DEACT.con(OK)
=> LLI Load CRL.con(OK)

WAIT-FOR-DEACT-CON 63 ERROR
SAP_DEACT.con(NO/IV)
=> LLI Load CRL.con(SC)
LLI_Fault.ind< RC = LLI_ FMA7_RC2, AD = M_status>

WAIT-FOR-DEACT-CON 67 ERROR
unallowed FMA1/2 primitive
=> LLI Load CRL.con(SC)
LLI_Fault.ind< RC = LLI_FMA7_RC22, AD = code of the primitive>

LLI-START 17 LLI-DISABLE
LLI Disable.req
=> LLI Disable.con
CRL load flag := true

ERROR 18 LLI-DISABLE
LLI Disable.req
\no SAP activated in {0, 2 to 63, NIL}
=> LLI Disable.con
CRL load flag := true

ERROR 19 SAP-DEACTIVATE
LLI Disable.req
\activated SAPs in {0, 2 to 63, NIL} available
=> SAP_DEACT.req
CRL load flag := true

LOADING-CRL 20 CHECK-CRL
LLI Enable.req
=> start LLI CRL check

LLI-READY 21 LLI-READY
any LLI service.req to the LLI FMA7 interface
\NOT LLI reset.req
AND NOT LLI Disable.req
AND NOT LLI Load CRL.req
AND NOT LLI Enable.req
=> execute service
service.con(+/-) to FMA7

LLI-READY 22 LLI-READY
LLI Enable.req
=> LLI Enable.con(SC)
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LLI-READY 23 LLI-READY
LLI Load CRL.req
=> LLI Load CRL.con(SC)

LLI-START 24 LLI-START
any LLI service.req to the LLI FMAY interface
\NOT LLI Disable.req
AND NOT LLI Load CRL.req
AND NOT LLI Enable.req
AND NOT LLI Reset.req
=> execute service
service.con(+/-) to FMA7

LLI-START 25 LLI-START
LLI Enable.req
=> LLI Enable.con(SC)

LLI-START 26 LLI-START
LLI Load CRL.req
=> LLI Load CRL.con(SC)

ERROR 27 ERROR
any service.req to the LLI FMAY interface
\NOT LLI reset.req
AND NOT LLI Disable.req
AND NOT LLI Load CRL.req
AND NOT LLI Enable.req
=> execute service
service.con(+/-) to FMAY

ERROR 28 ERROR
LLI Enable.req
=> LLI Enable.con(SC)

ERROR 29 ERROR
LLI Load CRL.req
=> LLI Load CRL.con(SC)

LLI-READY 30 LLI-DISABLE
LLI Disable.req
\LLI CRL contains only CREF 1 (Management CREF)
=> LLI Disable.con
CRL load flag := true

LLI-DISABLE 32 LLI-DISABLE
any service.req to the LLI FMAY interface
\NOT LLI reset.req
AND NOT LLI Disable.req
AND NOT LLI Load CRL.req
AND NOT LLI Enable.req
=> execute service
service.con(+/-) to FMA7
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LLI-DISABLE 33 LLI-DISABLE
LLI Disable.req
=> LLI Disable.con
CRL load flag := true

LLI-DISABLE 34 LLI-START
LLI Enable.req
=> LLI Enable.con(SC)

<any State> 35 LLI-START
LLI reset.req
=> LLI reset.con
start LLI CRL check
CRL load flag := false
reset all CREFs
LOADING-CRL 36 LOADING-CRL
LLI service.req to the LLI FMA7 interface
\NOT LLI reset.req
AND NOT LLI Disable.req
AND NOT LLI Enable.req
AND NOT LLI Load CRL.req
=> execute service
service.con(+/-) to FMAY

LOADING-CRL 37 LLI-DISABLE
LLI Disable.req
=> LLI Disable.con
CRL load flag := true

LLI-START 38 LLI-START
any service primitive to the LLI FMA7Y interface
\service not supported
OR unknown service primitive
=> LLI-Fault.ind <RC = LLI_FMA7_RC9>

LLI-DISABLE 39 LLI-DISABLE
any service primitive to the LLI FMA7 interface
\service not supported
OR unknown service primitive
=> LLI-Fault.ind <RC = LLI_FMA7_RC9>

LOADING-CRL 40 LOADING-CRL
any service primitive to the LLI FMAY interface
\service not supported
OR unknown service primitive
=> LLI-Fault.ind <RC = LLI_FMA7_RC9>

ERROR 41 ERROR
any service primitive to the LLI FMAY interface
\service not supported
OR unknown service primitive
=> LLI-Fault.ind <RC = LLI_FMA7_RC9>
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LLI-READY 42 LLI-READY
any service primitive to the LLI FMA7 interface
\service not supported
OR unknown service primitive
=> LLI-Fault.ind <RC = LLI_FMA7_RC9>

CHECK-CRL 43 LLI-START
LLI CRL check finished
\LLI CRL NOT OK OR resources not sufficient
=> LLI Enable.con(IV/LR)
CRL load flag := false

CHECK-CRL 44 SAP-ACTIVATE
LLI CRL check finished
\LLI CRL OK
AND resources sufficient
AND LLI CRL contains at least one communication
relationship with a connection attribute unequal "I" or no
connection attribute
=> predefine dynamic part of the LLI CRL
(R)SAP_ACT.req, do not activate LSAP 1
if already activated
CHECK-CRL 60 LLI-READY
LLI CRL check finished
\valid LLI CRL available
AND sufficient resources
AND LLI CRL contains only communication
relationships with a connection attribute equal "I”
=> predefine the dynamic part of the LLI CRL
(R)SAP_ACT.req
LLI-Enable.con(OK)

LLI-START 45 LLI-START
LLI CRL check finished
\LLI CRL NOT OK OR resources not sufficient

LLI-READY 46 LLI-READY
LLI PDU that cannot be assigned to a CREF
registered within the LLI CRL

=> ignore PDU

LLI-READY 47 LLI-READY
any service primitive to the LLI user - LLI interface
that cannot be assigned to a Layer 2 address
registered within the LLI CRL

=> ignore service primitive
LLI-Fault.ind <RC = LLI_FMA7_RC21>

SAP-ACTIVATE 48 ERROR
unallowed FMA1/2 primitive
\CRL load flag = false
=> LLI-Fault.ind<RC = LLI_FMA7_RC22,
AD = code of the primitive>
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SAP-ACTIVATE 56 ERROR
unallowed FMA1/2 primitive
\CRL load flag = true
=> LLI-Fault.ind<RC = LLI_FMA7_RC22, AD = code of the primitive>
LLI Enable.con(lV)

SAP-DEACTIVATE 49 LLI-DISABLE
unallowed FMA1/2 primitive
\SAP_DEACT.req called for all SAPs
in {0, 2 to 63, NIL}
=> LLI-Fault.ind<RC = LLI_FMA7_RC22, AD = code of the primitive>
LLI Disable.con

SAP-DEACTIVATE 50 SAP-DEACTIVATE
unallowed FMAL/2 primitive
\SAP_DEACT.req not yet called for all SAPs
in {0, 2 to 63, NIL}
=> LLI-Fault.ind<RC = LLI_FMA7_RC22, AD = code of the primitive>
SAP_DEACT.req

SAP-DEACTIVATE 51 LLI-DISABLE
SAP_DEACT.con(NO/IV)
\SAP_DEACT.req called for all SAPs
in {0, 2 to 63, NIL}
=> LLI-Fault.ind<RC = LLI_FMA7_RC2, AD = M_status> LLI Disable.con

LOAD-POLL-LIST 52 ERROR
unallowed FDL primitive received
\CRL load flag = false
=> LLI-Fault.ind<RC = LLI_FMA7_RC23, AD = code of the primitive>

LOAD-POLL-LIST 58 ERROR
unallowed FDL primitive received
\CRL load flag = true
=> LLI-Fault.ind<RC = LLI_FMA7_RC23, AD = code of the primitive>
LLI Enable.con(IV)
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6.7.2 Connection Establishment and Release
If a CREF is reset, the following actions shall be performed:

- Reset STimer, RTimer, T1, T2, T3

- Clear memory

- DTA-Run and T2-Already-Expired shall be set to FALSE

- Reset DTU, DTA, DTC, DTCC and IDLE state machines

- Mark the connection in the CRL as released (STATUS := "CLOSED").

- Predefine the dynamic part of the CRL with the values as defined in section
start of LLI.

Upon entry into the state machine for the connection release, the DTU, DTA, DTC
acyclic and DTC cyclic state machines shall be stopped. This action is desig-
nated in the following formal description as "Stop Machines".
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State Diagram for Connection Establishment at the Requester
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dASS_REQ_PDU (2 = > -
send ASS_REQ_ 2% | BGS  send ASS_REQ_PDU SEND-UPDATE

1: SDA.con(RRINA)/CSRD.con(RR/NAIRDL/RDH) ® (S_UPDATE.req) I s
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4:ASS_RES_PDU orASS_NRS_PDU rec., CSRD.con(DH) 1:ASS_REQ_PDU received = P

(SDA.ind(Low) ) Loc_add < Rem_add <D< e = =
2 < . 2: not allowed LLI-PDU (SDA.ind / SIS 53
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w
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1 . < = (CSRD.con(DL)) | : i
ABT.ind to LLI user
ASS M-S acyclic with no ASS A\ 4
) Slave initiative )
1: CSRD.con(RR/NA/RDL/RDH/DH) WAIT-EOR-LL|- )————————— — POLL-LIST-
2:CSRD.con(LR);  3:T1 expired deactivate poll list OFF
4:DTA_REQ_PDU rec., SDA.ind, CSRD.con RES entry (ENTRY.req)

RAC >=maxRAC . |
5:ASS_REQ_0rASS_RES_PDU, SDA.ind(High) 1'(S"gii—anE(80—WP)§’lﬂgi”("éeedm add I 1: ENTRY con
6:ASS_RES_orASS_NRS_PDU, CSRD.con(DH) " : . - | (LS/IVINO)

2:DTA_REQ_PDU received I 2:T1 expired

2 < <% (CSRD.con(DH)/SDA.ind(High)) |

1. 6ABT.ind fo LL user _ 3o Do  MMorM-Swith Sland RAC < maxRAC L 3
send ABT_REQ_PDU z T3 S 2 %DTAREQPDUreceved 1|~ ——=—=~ >
2: LLI-Fault.ind S 2= %1 (CSRD.con(DL)/SDA.ind(Low)) 12 ABT.ind to LLI user
) - 2 2 E S & 4 unknown, faulty or unallowd PDU rec. " ' )

1: ASS_NRS_PDU received 2 Z e 2 < 13400 1,2: LLI Fault.ind

2: ABT_REQ_PDU received o 232 =5 'zr,étfr’t’%’a Ack

SDA.ind(Low/High) or CSRD.con(DL/DH) e P DD ol T ’ . = ©
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4:LLI Fault.ind % E 2 2 ‘Q 5:_’ Eé
ROV IS,
ASS_REQ_PDU sentand ASS_RES_PDU B SN | SN
received, CSRD.con (DL, update_status = LO) O P E N <
1: M-S cyclic
2: M-S acyclic with Slave initiative ACI > 0 L
3: M-S acyclic with Slave initiative ACI = 0 //

1,2,3: ASS.con(+) to LLI user, stop T1
2: start S/ETimer

All Transitions are only valid for the Master of the respective Connection Type. The Transitions
with the numbers 2 and 3 are continued in the Figure "Connection Release". The Transition
with the number 1 is continued in the Figure "Connection Establishment at the responder".

Figure 109. State Diagram for Connection Establishment at the Requester
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Description of State Transitions for Connection Establishment at the Requester

All state transitions are valid only for the master of the respective connection
type.

Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CLOSED ASSREQ 1 ASS-REQ-WAIT-FOR-CON
ASS.req from LLI user
\(CRL entry OK) AND M-M AND D
=> send ASS_REQ_PDU (SDA.req(low)), start T1

CLOSED ASSREQ 2 ASS-REQ-SAP-ACTIVATE
ASS.req from LLI user
\(CRL entry OK) AND ( M-M AND | ) AND all other CREF
related machines with identical LSAP in state closed
=> SAP_ACT.req, start T1
reset CREF

CLOSED AB 52 CLOSED
ASS.req from LLI user
\(CRL entry OK) AND ( M-M AND | ) AND at least one CREF
related machine with identical LSAP not in state closed
=> ABT.ind to LLI user

CLOSED AB 1 CLOSED
any unallowed primitive from LLI user
\M-M OR M-S
=> ABT.ind to LLI user <RC = ABT_RC18, AD = code of the primitive>
reset CREF
CLOSED AB 2 CLOSED

ASS.req from LLI user
\(CRL entry NOT OK) AND (M-M OR M-S)
=> ABT.ind to LLI user <RC = ABT_RC20>

reset CREF
CLOSED AB 48 CLOSED
ABT.req from LLI user
=> ignore
CLOSED ASSREQ 3 ASS-SEND-UPDATE

ASS.req from LLI user
\(CRL entry OK) AND M-S
=> send ASS_REQ_PDU (S_UPDATE.req), start T1

ASS-REQ-SAP-ACTIVATE AB3 CLOSED
SAP_ACT.con(NO/IV)
\M-M
=> ABT.ind to LLI user <RC = ABT_RC13, AD = error state>
LLI-Fault.ind <RC = LLI_FMA7_RC1, AD = error state>
reset CREF

ASS-REQ-SAP-ACTIVATE  ASSREQ5 ASS-REQ-WAIT-FOR-CON
SAP_ACT.con(OK)
\M-M
=> send ASS_REQ_PDU (SDA.req(low))
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-SEND-UPDATE AB 4 CLOSED
error in loading the update buffer
(S_UPDATE.con(LS/LR/1VY))
\M-S
=> ABT.ind to LLI user <RC = LS/LR/IV, AD = ABT_AD1>
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/LR/IV>
reset CREF

ASS-SEND-UPDATE AB5 CLOSED
T1 expired
\M-S
=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>

reset CREF
ASS-SEND-UPDATE ASSREQ 6 ASS-SEND-UPDATE
unallowed FDL primitive
\M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RC®6, AD = code of prim.>
ASS-SEND-UPDATE ASSREQ 7 ASS-POLL-LIST-ON
update buffer loaded (S_UPDATE.con(OK))
\M-S

=> activate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/unlock))

ASS-POLL-LIST-ON AB 6 CLOSED
error in the activation of the Poll List entry
(ENTRY.con(LS/IV/INO))
\M-S
=> ABT.ind to LLI user <RC = LS/IV/INO, AD = ABT_AD2>
LLI-Fault.ind <RC = LLI_FMA7_RC4, AD = LS/IVINO>
reset CREF

ASS-POLL-LIST-ON AB 7 CLOSED
T1 expired
\M-S
=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
reset CREF

ASS-POLL-LIST-ON ASSREQ 8 ASS-POLL-LIST-ON
unallowed FDL primitive
\M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RCS6,
AD = Code of primitive>

ASS-POLL-LIST-ON ASSREQ 9 ASS-REQ-WAIT-FOR-CON
Poll List entry activated (ENTRY.con(OK))
\M-S

=> poll entry enabled := true
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-REQ-WAIT-FOR-CON  ASSREQ 10 ASS-REQ-WAIT-FOR-CON
unallowed, unknown or faulty LLI PDU received
(SDA.ind(serv_class = low/high))

\M-M
=> ignore
ASS-REQ-WAIT-FOR-CON  ASSREQ 11 ASS-WAIT-FOR-LLI-RES
ASS_REQ_PDU sent (SDA.con(OK))
\M-M
ASS-REQ-WAIT-FOR-CON  ASSREQ 29 ASS-WAIT-FOR-LLI-RES

ASS_REQ_PDU sent (CSRD.con(L_status = DL/DH/NR, update_status = LO))
AND NOT (ASS_RES_PDU OR ASS_NRS_PDU OR ABT_REQ_PDU)received
(CSRD.con(L_status = DL, update_status = LO))

\M-S
=> ignore data if present

ASS-REQ-WAIT-FOR-CON  ASSREQ 25 OPEN
ASS_REQ_PDU sent AND ASS_RES_PDU received
(CSRD.con(L_status = DL, update_status = LO))

\cyc. M-S
=> ASS.con(R+) to FMS
stop T1

ASS-REQ-WAIT-FOR-CON  ASSREQ 26 OPEN
ASS_REQ_PDU sent AND ASS_RES_PDU received
(CSRD.con(L_status = DL, update_status = LO))

\acyc. M-S with SI AND (ACI > 0)
=> ASS.con(R+) to FMS

stop T1

start S/E Timer

ASS-REQ-WAIT-FOR-CON  ASSREQ 27 OPEN
ASS_REQ_PDU sent AND ASS_RES_PDU received
(CSRD.con(L_status = DL, update_status = LO))

\acyc. M-S with SI AND (ACI = 0)
=> ASS.con(R+) to FMS
stop T1

ASS-REQ-WAIT-FOR-CON  ASSREQ 28 ASS-POLL-LIST-OFF
ASS_REQ_PDU sent AND ASS_RES_PDU received
(CSRD.con(L_status = DL, update_status = LO))

\acyc. M-S without Sl
=> deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

ASS-REQ-WAIT-FOR-CON AB38 ABT-SEND-PDU 1)
error on sending the ASS_REQ_PDU (SDA.con(RR/NA))
\M-M

=> ABT.ind to LLI user <RC = RR/NA, AD = ABT_AD2>
send ABT_REQ_PDU <RC = RR/NA> (SDA.req(low))
stop all timers, start T2

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-REQ-WAIT-FOR-CON  AB9 ABT-SEND-PDU 1)
error on sending the ASS_REQ_PDU (SDA.con(LR))
\M-M

=> ABT.ind to LLI user <RC = LR, AD = ABT_AD4>
send ABT_REQ_PDU <RC = LR>
(SDA.req(low))
LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LR>
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON AB 10 ABT-UPDATE 1)
error on sending the ASS_REQ_PDU
(CSRD.con(L_status = RR/NA/RDL/RDH))
\M-S
=> ABT.ind to LLI user <RC = RR/NA/RDL/RDH, AD = ABT_AD5>
send ABT_REQ_PDU <RC = RR/NA/RDL/RDH>(S_UPDATE.req)
stop all timers, start T2
ignore data if present

ASS-REQ-WAIT-FOR-CON  AB 11 ABT-UPDATE 1)
error on sending the ASS_REQ_PDU
(CSRD.con(L_status = LR))
\M-S
=> ABT.ind to LLI user <RC = LR, AD = ABT_AD5>
send ABT_REQ_PDU <RC = LR>
(S_UPDATE.req)
LLI-Fault.ind <RC = LLI_FMA7_RC13, AD = LR>
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB 12 CLOSED
error on sending the ASS_REQ_PDU (SDA.con(UE/RS/DS))
\M-M AND D
=> ABT.ind to LLI user <RC = UE/RS/DS, AD = ABT_AD4>
reset CREF
ASS-REQ-WAIT-FOR-CON  AB 13 CLOSED
T1 expired
\M-M AND D
=> ABT.ind to LLI user <RC = ABT_RC10>
reset CREF
ASS-REQ-WAIT-FOR-CON  AB 14 ABT-SAP-DEACTIVATE 1)
error on sending the ASS_REQ_PDU (SDA.con(UE/RS/DS))
\M-M AND |

=> ABT.ind to LLI user <RC = UE/RS/DS, AD = ABT_AD4>
stop all timers, start T2, SAP_DEACT.req

ASS-REQ-WAIT-FOR-CON  AB 15 ABT-SAP-DEACTIVATE 1)
T1 expired
\M-M AND |
=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
stop all timers, start T2, SAP_DEACT.req

1) see state diagram for connection release
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=> Action Taken

ASS-REQ-WAIT-FOR-CON  AB 16 CLOSED
error on sending the ASS_REQ_PDU (SDA.con(LS/1V))
\M-M AND D

=> ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD4>
LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LS/IV>
reset CREF

ASS-REQ-WAIT-FOR-CON  AB 17 CLOSED
unallowed FDL primitive
\M-M AND D
=> ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RCS6, AD = code of the primitive>

reset CREF
ASS-REQ-WAIT-FOR-CON  AB 18 ABT-SAP-DEACTIVATE
error on sending the ASS_REQ_PDU (SDA.con(LS/1V))
\M-M AND |

=> ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD4>
LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LS/IV>
stop all timers, start T2
SAP_DEACT.req

ASS-REQ-WAIT-FOR-CON  AB 19 ABT-SAP-DEACTIVATE
unallowed FDL primitive
\M-M AND |
=> ABT.ind to LLI user <RC = ABT_RC14,
AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RCS,
AD = code of the primitive>
stop all timers, start T2
SAP_DEACT.req

ASS-REQ-WAIT-FOR-CON  AB 20 ABT-POLL-LIST-OFF
error on sending the ASS_REQ_PDU
(CSRD.con(L_status = UE/RS/DS))
\M-S
=> ABT.ind to LLI user <RC = UE/RS/DS, AD = ABT_AD5>
deactivate Poll List entry
(ENTRY.reg(remote address/remote LSAP/lock))
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB 21 ABT-POLL-LIST-OFF
T1 expired

\M-S

=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))
stop all timers, start T2

1) see state diagram for connection release

1)

1)

1)

1)
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Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-REQ-WAIT-FOR-CON  AB 22 ABT-POLL-LIST-OFF 1)
error on sending the ASS_REQ_PDU
(CSRD.con(L_status = LS/IV/OK/NO))
\M-S
=> ABT.ind to LLI user <RC = LS/IV/OK/NO, AD = ABT_AD5>
LLI-Fault.ind <RC = LLI_FMA7_RC13, AD = LS/IV/OK/NO>
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB 23 ABT-POLL-LIST-OFF 1)
unallowed FDL primitive

\M-S

=> ABT.ind to LLI user <RC=ABT_RC14, AD=code of prim.>
LLI-Fault.ind <RC = LLI_FMA7_RC®6, AD = code of the primitive>
deactivate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/lock))
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON AB 46 ABT-POLL-LIST-OFF 1)
ASS_REQ_PDU sent AND ASS_NRS_PDU received
(CSRD.con(L_status = DL, update_status = LO))
\M-S
=> ASS.con(R-) to LLI user
stop all timers
start T2
deactivate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/lock))

ASS-REQ-WAIT-FOR-CON AB 47 ABT-POLL-LIST-OFF 1)
ASS_REQ_PDU sent AND ABT_REQ_PDU received
(CSRD.con(L_status = DL/DH, update_status = LO))
\M-S
=> ABT.ind to LLI user <RC = RC in ABT_REQ_PDU>
stop all timers, start T2
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

ASS-REQ-WAIT-FOR-CON ASSREQ 30 ASS-REQ-WAIT-FOR-CON
ASS REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND (local address < remote address)
=> ignore

ASS-REQ-WAIT-FOR-CON  ASSREQ 31 ASS-WAIT-LOC-RES 2)
ASS_REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND (local address > remote address)
AND (LLI-LLI context test OK)
=> ABT.ind to LLI user <RC = ABT_RC21>
ASS.ind to LLI user
start T1

1) see state diagram for connection release
2) see connection establishment at the responder
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Current State Transition Next State
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ASS-REQ-WAIT-FOR-CON  AB 49 ABT-SEND-PDU 1)
ASS_REQ_PDU received (SDA.ind(serv_class = low))

\M-M AND (local address > remote address)

AND (LLI-LLI context test negative)

=> ABT.ind to LLI user <RC = ABT_RC21>
send ABT_REQ_PDU
<RC = ABT_RC1, AD = local LLI context> (SDA.req(low))
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB 50 ABT-SEND-PDU 1)
ASS_REQ_PDU OR ASS_RES_PDU OR ASS_NRS_PDU received
(SDA.ind(serv_class = high))
\M-M
=> ABT.ind to LLI user <RC = ABT_RC8>
send ABT_REQ_PDU
<RC = ABT_RC8> (SDA.req(low))
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB51 ABT-UPDATE 1)
ASS_REQ_PDU sent AND (ASS_RES_PDU OR ASS_NRS_PDU received)
(CSRA.con(L_status = DH, update_status = LO))
\M-S
=> ABT.ind to LLI user <RC = ABT_RC8>
send ABT_REQ_PDU <RC = ABT_RC8>
stop all timers, start T2

ASS-REQ-WAIT-FOR-CON  AB 54 CLOSED
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND D
=> ABT.ind to LLI user <RC = RC in ABT_REQ_PDU>
reset CREF
ASS-REQ-WAIT-FOR-CON  AB 53 ABT-SAP-DEACTIVATE
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND |

=> ABT.ind to LLI user <RC = RC in ABT_REQ_PDU>
stop all timers, start T2
SAP_DEACT.req

ASS-WAIT-FOR-LLI-RES  ASSREQ 12 OPEN
ASS_RES PDU received (SDA.ind(serv_class = low))
\M-M AND (ACI > 0) AND (DTA-Run = FALSE)
=> ASS.con(R+) to LLI user
stop T1, start S/E Timer

ASS-WAIT-FOR-LLI-RES  ASSREQ 32 OPEN
ASS_RES PDU received (SDA.ind(serv_class = low))
\M-M AND (ACI > 0) AND (DTA-Run = TRUE)
=> ASS.con(R+) to LLI user
stop T1, start S/E Timer
continue DTA-Ack.(all started DTA-Ack.)

1) see state diagram for connection release
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ASS-WAIT-FOR-LLI-RES = ASSREQ 13 OPEN
ASS_RES_PDU received (SDA.ind(serv_class = low))
\M-M AND (ACI = 0) AND (DTA-Run = FALSE)
=> ASS.con(R+) to LLI user
stop T1

ASS-WAIT-FOR-LLI-RES  ASSREQ 33 OPEN
ASS_RES PDU received (SDA.ind(serv_class = low))
\M-M AND (ACI = 0) AND (DTA-Run = TRUE)
=> ASS.con(R+) to LLI user
stop T1
continue DTA-Ack.(all started DTA-Ack.)

ASS-WAIT-FOR-LLI-RES  ASSREQ 14 OPEN
ASS RES_PDU received (CSRD.con(L_status = DL))
\cyc. M-S AND (DTA-Run = FALSE)
=> ASS.con(R+) to FMS
stop T1

ASS-WAIT-FOR-LLI-RES  ASSREQ 34 OPEN
ASS_RES_PDU received (CSRD.con(L_status = DL))
\cyc. M-S AND (DTA-Run = TRUE)
=> ASS.con(R+) to FMS
stop T1
continue DTA-Ack.(all started DTA-Ack.)

ASS-WAIT-FOR-LLI-RES  ASSREQ 15 OPEN
ASS RES_PDU received (CSRD.con(L_status = DL))
\acyc. M-S with SI AND (ACI > 0) AND (DTA-Run = FALSE)
=> ASS.con(R+) to LLI user
stop T1, start S/E Timer

ASS-WAIT-FOR-LLI-RES  ASSREQ 35 OPEN
ASS_RES_PDU received (CSRD.con(L_status = DL))
\acyc. M-S with SI AND (ACI > 0) AND (DTA-Run = TRUE)
=> ASS.con(R+) to LLI user
stop T1, start S/E Timer
continue DTA-Ack.(all started DTA-Ack.)

ASS-WAIT-FOR-LLI-RES  ASSREQ 16 OPEN
ASS_RES PDU received (CSRD.con(L_status = DL))
\acyc. M-S with SI AND (ACI = 0) AND (DTA-Run = FALSE)
=> ASS.con(R+) to LLI user
stop T1

ASS-WAIT-FOR-LLI-RES = ASSREQ 36 OPEN
ASS_RES PDU received (CSRD.con(L_status = DL))
\acyc. M-S with SI AND (ACI = 0) AND (DTA-Run = TRUE)
=> ASS.con(R+) to LLI user
stop T1
continue DTA-Ack.(all started DTA-Ack.)
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ASS-WAIT-FOR-LLI-RES  ASSREQ 17 ASS-WAIT-FOR-LLI-RES
ASS_REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND (local address < remote address)
=> ignore

ASS-WAIT-FOR-LLI-RES  ASSDTA 1 ASS-WAIT-FOR-LLI-RES
DTA_REQ_PDU received (SDA.ind(serv_class = high)/
CSRD.con(L_status = DH))

\(M-M OR M-S with SI) AND (RAC < max RAC)
=> start DTA Ack., RAC = RAC + 1, DTA-Run := TRUE

ASS-WAIT-FOR-LLI-RES  ASSDTA?2 ASS-WAIT-FOR-LLI-RES
DTA_REQ_PDU received (SDA.ind(serv_class = low)/
CSRD.con(L_status = DL))

\M-M OR M-S
=> ignore
ASS-WAIT-FOR-LLI-RES ABDTA 1 ABT-SEND-PDU
DTA_REQ_PDU received (SDA.ind(serv_class = high))
\M-M AND (RAC > max RAC)

=> ABT.ind to LLI user <RC = ABT_RC6>
send ABT_REQ_PDU <RC = ABT_RC6> (SDA.req(low))
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  ABDTA 2 ABT-UPDATE
DTA_REQ_PDU received
(CSRD.con(L_status = DH))
\(M-S with SI) AND (RAC > max RAC)
=> ABT.ind to LLI user <RC = ABT_RC6>
send ABT_REQ_PDU <RC = ABT_RC6> (S_UPDATE.req)
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  ABDTA 3 ABT-UPDATE
DTA_REQ_PDU received
(CSRD.con(L_status = DH))
\M-S without Sl
=> ABT.ind to LLI user <RC = ABT_RC3>
send ABT_REQ_PDU <RC = ABT_RC3> (S_UPDATE.req)
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  ASSREQ 18 ASS-WAIT-FOR-LLI-RES
unknown, faulty or unallowed LLI PDU received
(SDA.ind(serv_class = low/high) /
CSRD.con (L_status = DL/DH, update_status = NO))
\M-M OR M-S
=> ignore

ASS-WAIT-FOR-LLI-RES  AB 24 ABT-SEND-PDU
T1 expired
\M-M
=> ABT.ind to LLI user <RC = ABT_RC10>
send ABT_REQ_PDU <RC = ABT_RC10> (SDA.req(low))
stop all timers, start T2, stop machines

1) see state diagram for connection release
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ASS-WAIT-FOR-LLI-RES  AB 25 ABT-UPDATE 1)
error on receipt (CSRD.con(L_status = RR/NA/RDL/RDH/DH))
\M-S

=> ABT.ind to LLI user <RC = RR/NA/RDL/RDH/DH, AD = ABT_AD7>
send ABT_REQ_PDU <RC = RR/NA/RDL/RDH/DH>
(S_UPDATE.req)
stop all timers, start T2
ignore data if present, stop machines

ASS-WAIT-FOR-LLI-RES  AB 26 ABT-UPDATE 1)
T1 expired
\M-S
=> ABT.ind to LLI user <RC = ABT_RC10>
send ABT_REQ_PDU <RC = ABT_RC10> (S_UPDATE.req)
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  AB 27 ABT-UPDATE 1)
error on receipt (CSRD.con(L_status = LR))
\M-S

=> ABT.ind to LLI user <RC = LR, AD = ABT_AD7>
LLI-Fault.ind <RC = LLI_FMA7_RC16, AD = LR>
send ABT_REQ_PDU <RC = LR> (S_UPDATE.req)
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  ASSREQ 20 ASS-WAIT-LOC-RES 2)
ASS _REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND (local address > remote address)
AND (LLI-LLI context test OK)
=> ABT.ind to LLI user <RC = ABT_RC21>
ASS.ind to LLI user
start T1, stop machines

ASS-WAIT-FOR-LLI-RES  AB 28 ABT-SEND-PDU 1)
ASS_REQ_PDU received (SDA.ind(serv_class = low))

\M-M AND (local address > remote address)

AND (LLI-LLI context test negative)

=> ABT.ind to LLI user <RC = ABT_RC21>
send ABT_REQ_PDU
<RC = ABT_RC1, AD = local LLI context> (SDA.req(low))
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  AB 29 CLOSED
ASS_NRS_PDU received (SDA.ind(serv_class = low))
\M-M AND D
=> ASS.con(R-) to LLI user
reset CREF

1) see state diagram for connection release
2) see connection establishment at the responder
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ASS-WAIT-FOR-LLI-RES  AB 30 ABT-SAP-DEACTIVATE 1)
ASS_NRS_PDU received (SDA.ind(serv_class = low))
\M-M AND |

=> ASS.con(R-) to LLI user
stop all timers
start T2
SAP_DEACT.req, stop machines

ASS-WAIT-FOR-LLI-RES  AB 31 CLOSED
ABT_REQ _PDU received (SDA.ind(serv_class = low/high))
\M-M AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
ASS-WAIT-FOR-LLI-RES  AB 32 ABT-SAP-DEACTIVATE 1)
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND |

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers
start T2
SAP_DEACT.req, stop machines

ASS-WAIT-FOR-LLI-RES  AB 33 ABT-POLL-LIST-OFF 1)
ASS NRS _PDU received (CSRD.con(L_status = DL))
\M-S

=> ASS.con(R-) to LLI user
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/lock))

ASS-WAIT-FOR-LLI-RES AB 55 ABT-UPDATE 1)
ASS _NRS PDU or ASS RES PDU received (CSRD.con(L_status = DH))
\M-S

=> ABT.ind to LLI user <RC = ABT_RC8>
send ABT_REQ_PDU <RC = ABT_RC8> (S_UPDATE.req)
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES  AB 34 ABT-POLL-LIST-OFF 1)
ABT_REQ_PDU received (CSRD.con(L_status = DL/DH))
\M-S

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/lock))

ASS-WAIT-FOR-LLI-RES  AB 35 ABT-POLL-LIST-OFF 1)
error on receipt ((CSRD.con(L_status = UE/RS/DS))
\M-S

=> ABT.ind to LLI user <RC = UE/RES/DS, AD = ABT_AD7>
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

1) see state diagram for connection release
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ASS-WAIT-FOR-LLI-RES  AB 36 ABT-POLL-LIST-OFF 1)
error on receipt (CSRD.con(L_status = LS/IV/IOK/NQO))
\M-S

=> ABT.ind to LLI user <RC = LS/IV/OK/NO, AD = ABT_AD7>
LLI-Fault.ind <RC = LLI_FMA7_RC16, AD = LS/IV/OK/NO>
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

ASS-WAIT-FOR-LLI-RES  AB 56 ABT-SEND-PDU 1)
ASS_REQ_PDU OR ASS_RES_PDU OR ASS_NRS_PDU received
(SDA.ind(serv_class = high))
\M-M
=> ABT.ind to LLI user <RC = ABT_RC8>
send ABT_REQ_PDU
<RC = ABT_RC8> (SDA.req(low))
stop all timers, start T2, stop machines

ASS-WAIT-FOR-LLI-RES ASSREQ 21 ASS-POLL-LIST-OFF
ASS_RES_PDU received (CSRD.con(L_status = DL))
\acyc. M-S without Sl
=> deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))
stop machines

ASS-POLL-LIST-OFF ASSREQ 22 OPEN
Poll List entry deactivated (ENTRY.con(OK))
\M-S AND (ACI > 0)
=> ASS.con(R+) to LLI user
poll entry enabled := false
stop T1, start S/RTimer

ASS-POLL-LIST-OFF ASSREQ 23 OPEN
Poll List entry deactivated (ENTRY.con(OK))
\M-S AND (ACI = 0)
=> ASS.con(R+) to LLI user
poll entry enabled := false, stop T1

ASS-POLL-LIST-OFF ASSREQ 24 ASS-POLL-LIST-OFF
unallowed FDL primitive
\M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RCB6, AD = code of the primitive>

ASS-POLL-LIST-OFF AB 37 ABT-POLL-LIST-OFF 1)
error in the deactivation of the Poll List entry
(ENTRY.con(LS/IV/INO))
\M-S
=> ABT.ind to LLI user <RC = LS/IV/INO, AD = ABT_AD3>
LLI-Fault.ind <RC = LLI_FMA7_RCS5, AD = LS/IVINO>
stop all timers, start T2
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

1) see state diagram for connection release
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ASS-POLL-LIST-OFF AB 38 ABT-POLL-LIST-OFF
T1 expired

\M-S

=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
stop all timers, start T2
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

ASS-REQ-SAP-ACTIVATE AB 39 CLOSED
T1 expired
\M-M
=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
reset CREF

ASS-WAIT-FOR-LLI-RES AB 40 ABT-POLL-LIST-OFF
unexpected FDL primitive

\M-S

=> ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RC®6, AD = code of the primitive>
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))

ASS-WAIT-FOR-LLI-RES  AB 41 CLOSED
unexpected FDL primitive
\M-M AND D
=> ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RCS6, AD = code of the primitive>
stop all timers, stop machines

ASS-WAIT-FOR-LLI-RES  AB 42 ABT-SAP-DEACTIVATE
unexpected FDL primitive
\M-M AND |
=> ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RCS6, AD = code of the primitive>
stop all timers, start T2, stop machines
SAP_DEACT.req

ASS-REQ-WAIT-FOR-CON  AB 43 ABT-POLL-LIST-OFF
error on sending the ASS_REQ_PDU
(CSRD.con(L_status = NR, update_status = NO))
\M-S
=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24, AD = NR>
deactivate Poll List entry
(ENTRY.req(remote address/remote LSAP/lock))
stop all timers, start T2

1) see state diagram for connection release

1)

1)

1)

1)
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ASS-WAIT-FOR-LLI-RES  AB 44 ABT-POLL-LIST-OFF
error on receipt
CSRD.con(L_status = NR, update_status = NO))
\M-S
=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24, AD = NR>
stop all timers, start T2, stop machines
deactivate Poll List entry
(ENTRY.reqg(remote address/remote LSAP/lock))

ASS-REQ-SAP-ACTIVATE  AB 45 CLOSED
unallowed FMA1/2 primitive
\M-M
=> ABT.ind to LLI user <RC = ABT_RC26>
LLI-Fault.ind <RC = LLI_FMA7_RC22>
reset CREF

1) see state diagram for connection release

1)
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6.7.2.2 State Diagram for Connection Establishment at the Responder
LLI start routine
reset CREF
T1 expired/
ASS_REQ_PDU received SAP_DEACT.con (NO/IV)/
1: ABT_REQ_PDU CLOSED (SDA.ind) ASS-RES- unallowed FMA1/2 primitive
(SDAind/SRD.ind) SAP-DEACTIVATE
2: unallowed FDL primitives startT1, SAP_DEACT.req ' —/ LLI Fault.ind ¢
3:any LLIprimitive \, ASS_REQ_PDU received (SDA.ind)
1:ignore PDU
5 L1l Faultind start T1, RSAP_DEACT.req<Rem_add>
3:ABT.ind 1:ASS_RES/ASS_NRS/DTC/DTA/
1..3:reset CREF 1 ldle PDUreceived (SRD.ind / SDA.ind) n
2: ASS_REQ_PDU received ~1 32
(SRD.ind / SDA.ind (high)) S
ASS_REQ_PDU received > 2 —1 = (R)SAP_ACT.con(OK)
(SRD.ind / SDA.ind) = ) sl & LLI-LLI context
and LLI-LLI context 3 % -g 1.2: send ABT_REQ_PDU : % test negative
test negative @ = g o 2 @ 2
c 3 a f S wf = d
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ABT_REQ_PDU o & S E 5 E‘ 2 0 T1 expired/
<xS|3 28 ;,‘5'; (R)SAP_ACT .con (OK) and (R)SAP_ACT.con(NO/IV)/
@ ; 3 @ 5 2 g LLI-LLI context test positive ASS-RES- unallowed FMA1/2 primitive
2-21s S ——————
= B S ASS.ind to LLI user SAP-ACTIVATE LLI Fault.ind o,
1:any LLI PDU except Abort Uu?) 3‘ =

orunklnown orfaulty PDU < 'xuj any FDL primitive 1: UPDATE.con(0K)

R b ma) 27 exept UPDATE.CON 5. ypDATE con(LSILR/V
2:unallowed LLI primitives < e et : -con( )
3:ASS.res () v v 0 E ignore FDL pr/m/t/vei 3: T2 expired _
4:ABT.req from LLIuser 0 ! " 1,2:ignore UPDATE.con D
5:T1 expired ASS- 2.3: L1/ Faultind

< WAIT-LOC-RES , ‘ == WAIT-FOR-UPDATE-CON
1,2,5:ABT.ind to LLI user L:T1 expired L 4 ABTing 1: UPDATE .con(OK)
1,2,4,5:send ABT_REQ_PDU 2: unexpec. FDL prim. S[-‘-J-p-a”m-y’]’;s o2 \  2:UPDATE.con(LSILR/IV)
. 3 N 3: ABT_REQ_PDU rec. ' s . i
3:send ASS_NRS_PDU . SRD_.indQ_ 1.2.4:LLI Faultind \ 3 T% expired
(no data, upd_st=L0) ASS 1,2:ignore UPDATE.con
é ------ ) 2,3:LLIFaultind

. = ASS.res (+) from LLI user P REPLY-UPDATE

L:unallowed 4 2 . UPDATE.con(LS/IV)

FDL prlmmvesl -2 send ASS_RES_PDU // ﬂ \ : >
SRD.ind(no data, §|2 _ (uPpATETeq(iow)) yAa ABT.nd to LLIuser, LLI Faultind | 4
update_status = NO) e = / 2l o

2: ABT_REQ_PDU A ERS UPDATE.con (OK) / Ea 1% UPDATE con(LS/IV)

3 (SDA.ind/SRD.ind) 2 :g' @ r- ~ =z ! ignore UPDATE.con
) 7 g§8:¢ |/ ABT.ind to LL user, LLI Faultind
1:LLIFaultind <2 S / sslg '

1,2: ABT.ind to LLIuser \ Y asie | gt

o = ’
i B UPDATE.con(LS/IV
ASS- =58 / ABT.nd to LLI ( LLIF) Iti do E
s=lg | Jind to LLIuser, LLI Faultin
SEND-RES-PDU _ S 4
1:T1 expired/SDA .con(LR) any FDL primitive ABT-\\
2: any LLI PDU except Abort exept UPDATE con. UPDATE con(LS/IV)
or unknown or faulty PDU ) "\ WAIT-FOR-UPDATE-CON ignore UPDATE.con
(SRD ind/SDA Iﬂd) ignore FDL primitive . : .,
: ' . - ABT.ind to LLIuser, LLI Fault.ind
3: SDA.con(RR/NA) R —— - o= § 2
o3 ;Exs UPDATE.con(LR)
= n
1,2,3:ABT_REQ_PDU senden ASS_RES_PDU sent S §g SSSS apTindioLilveer LLIFauiting * 2
ABT.ind an LLI-User (SRD.ind (no data, update_status=L0) W= SS5F send ABT REQ PDU B |
1: LLI-Fault.ind or SDA.con(0K)) =<3 § ] jé‘, 3 - - i
1: ACI>0 Lo 3:3‘“ i
2:ACl= 0 acyc. EEUEE B e i
1: unallowed FDL primitives / 8: M-S CN for cycl. Data Transfer
SDA.con(LS/IV) / SRD.ind (no data) 1,2,3: stop T1 All Transitiqns of the Master-Slave qunectiolns
update_status = NO) 1:  start S/ETimer are only valid for the Slave. The Transitions .th
2:ABT_REQ_PDUJSDA con(UE/RS/DS) ,‘,"CeOﬂﬁz‘C?i%’rf Ffealggif”e continued in the Figure

. 1:LLIFaultind
1,2: ABT.ind to LLI user

The Transition with the number 1 exits the Figure
"Connection Establishment at the Requester".

Figure 110. State Diagram for Connection Establishment at the Responder
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Description of State Transitions for Connection Establishment at the Responder

All state transitions of the master-slave connections are only valid for the
slave.

Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CLOSED AB 1 CLOSED
ABT_REQ _PDU received (SDA.ind(serv_class = low/high)/
SRD.ind(serv_class = low/high))
\M-M OR M-S
=> ignore PDU
reset CREF

CLOSED AB 2 CLOSED
unallowed FDL primitive
\M-M OR M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RCB6, AD = code of the primitive>
reset CREF

CLOSED AB 3 ABT-SEND-PDU 1)
ASS_REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND (LLI-LLI context test negative) AND D
=> send ABT_REQ_PDU <RC = ABT_RC1, AD = local LLI context>
stop all timers, start T2

CLOSED AB 4 ABT-UPDATE 1)
ASS_REQ_PDU received (SRD.ind(serv_class = low))
\M-S AND (LLI-LLI context test negative) AND D
=> send ABT_REQ_PDU <RC=ABT_RC1, AD=loc. LLI context>
(UPDATE.req(low))
stop all timers, start T2

CLOSED AB 5 ABT-SEND-PDU 1)
ASS RES_PDU received (SDA.ind(serv_class = low/high))
OR ASS_NRS_PDU received (SDA.ind(serv_class = low/high))
OR DTC_REQ_PDU received (SDA.ind(serv_class = low/high))
OR DTC_RES_PDU received (SDA.ind(serv_class = low/high))
OR DTA_REQ_PDU received (SDA.ind(serv_class = low/high))
OR DTA_ACK_PDU received (SDA.ind(serv_class = low/high))
OR IDLE_REQ_PDU received (SDA.ind(serv_class = low/high)
\M-M AND D
=> send ABT_REQ_PDU <RC = ABT_RC2> (SDA.req(low))
stop all timers, start T2

CLOSED AB 61 ABT-SEND-PDU 1)
ASS REQ_PDU received (SDA.ind(serv_class = high))
\M-M AND D

=> send ABT_REQ_PDU <RC = ABT_RC8> (SDA.req(low))
stop all timers, start T2

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CLOSED AB 6 ABT-UPDATE 1)

ASS_RES_ PDU received (SRD.ind(serv_class = low/high))

OR ASS_NRS_PDU received (SRD.ind(serv_class = low/high))

OR DTC_REQ_PDU received (SRD.ind(serv_class = low/high))

OR DTC_RES_PDU received (SRD.ind(serv_class = low/high))

OR DTA_REQ_PDU received (SRD.ind(serv_class = low/high))

OR DTA_ACK_PDU received (SRD.ind(serv_class = low/high))

OR IDLE_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S
=> send ABT_REQ_PDU <RC = ABT_RC2> (UPDATE.req(low))

stop all timers, start T2

CLOSED AB 62 ABT-UPDATE 1)
ASS_REQ_PDU received (SRD.ind(serv_class = high))
\M-S

=> send ABT_REQ_PDU <RC = ABT_RC8> (UPDATE.req(low))
stop all timers, start T2

CLOSED AB 63 ABT-SEND-PDU 1)
ASS_RES_PDU received (SDA.ind(serv_class = low/high))
OR ASS_NRS_PDU received (SRD.ind(serv_class = low/high))
OR DTC_REQ_PDU received (SDA.ind(serv_class = low/high))
OR DTC_RES_PDU received (SDA.ind(serv_class = low/high))
OR DTA_REQ_PDU received (SDA.ind(serv_class = low/high))
OR DTA_ACK_PDU received (SDA.ind(serv_class = low/high))
OR IDLE_REQ_PDU received (SDA.ind(serv_class = low/high)
\M-M AND O
=> send ABT_REQ_PDU <RC = ABT_RC2> (SDA.req(low))
use Layer 2 address out of the received PDU
stop all timers, start T2

CLOSED AB 64 ABT-SEND-PDU 1)
ASS_REQ_PDU received (SDA.ind(serv_class = high))
\M-M AND O

=> send ABT_REQ_PDU <RC = ABT_RC8> (SDA.req(low))
use Layer 2 address out of the received PDU
stop all timers, start T2

CLOSED AB 69 CLOSED
Any unallowed primitive from LLI user
\(M-S AND Slave) OR (MM AND O)
=> ABT.ind to LLI user <RC = ABT_RC18, AD = Code of the primitive>
reset CREF

CLOSED ASSRES 1 ASS-WAIT-LOC-RES
ASS REQ_PDU received (SDA.ind(serv_class = low)/
SRD.ind(serv_class = low))

\(M-M OR M-S) AND (LLI-LLI context test positive)
AND D
=> ASS.ind to LLI user

start T1

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

CLOSED ASSRES 2 ASS-RES-SAP-DEACTIVATE
ASS_REQ_PDU received (SDA.ind(serv_class = low))
\M-M AND O

=> SAP_DEACT.req
store FDL_address and FDL_SAP from SRD.ind to actual remote
address and actual remote SAP in CRL
store ASS_REQ_PDU
start T1

CLOSED ASSRES 14 ASS-RES-SAP-ACTIVATE
ASS_REQ_PDU received (SRD.ind(serv_class = low))
\M-S AND O
=> RSAP-ACT.req(Access = FDL address from SRD.ind,Indication_mode
= unchanged)
store FDL_address and FDL_SAP from SRD.ind to actual remote
address and actual remote SAP in CRL
store ASS_REQ_PDU

start T1

ASS-RES-SAP-DEACTIVATE AB7 CLOSED
SAP_DEACT.con(NO/1V))
\M-M
=> LLI-Fault.ind <RC = LLI_FMA7_RC2, AD = error state>
reset CREF

ASS-RES-SAP-DEACTIVATE ASSRES 4 ASS-RES-SAP-ACTIVATE
SAP_DEACT.con(OK)
\M-M
=> SAP_ACT.req

ASS-RES-SAP-ACTIVATE AB38 CLOSED
(R)SAP_ACT.con(NO/IV)
\M-M OR M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RC1, AD = error state>
reset CREF

ASS-RES-SAP-ACTIVATE  ASSRES 7 ASS-WAIT-LOC-RES
(R)SAP_ACT.con(OK)
\(M-M OR M-S) AND (LLI-LLI context test positive)
=> ASS.ind to LLI user

ASS-RES-SAP-ACTIVATE AB9 ABT-SEND-PDU 1)
SAP_ACT.con(OK)
\M-M AND (LLI-LLI context test negative)
=> send ABT_REQ_PDU
<RC = ABT_RC1, AD = local LLI context> (SDA.req(low))
stop all timers, start T2

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-RES-SAP-ACTIVATE AB 10 ABT-UPDATE 1)
RSAP_ACT.con(OK)
\M-S AND (LLI-LLI context test negative)
=> send ABT_REQ_PDU
<RC = ABT_RC1, AD=loc. LLI context> (UPDATE.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES ASSRES 8 ASS-REPLY-UPDATE
ASS.res(R+) from LLI user
\M-S
=> send ASS_RES_PDU (UPDATE.req(low))
ASS-WAIT-LOC-RES ASSRES 9 ASS-SEND-RES-PDU
ASS.res(R+) from LLI user
\M-M
=> send ASS_RES_PDU (SDA.req(low))
ASS-WAIT-LOC-RES AB 11 ABT-SEND-PDU 1)
unallowed LLI primitive
\M-M

=> ABT.ind to LLI user <RC=ABT_RC18, AD=code of prim.>
send ABT_REQ_PDU <RC = ABT_RC9> (SDA.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 12 ABT-SEND-PDU 1)
T1 expired
\M-M
=> ABT.ind to LLI user <RC = ABT_RC10>
send ABT_REQ_PDU <RC = ABT_RC10> (SDA.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 13 ABT-SEND-PDU 1)
ASS.res(R-) from LLI user
\M-M

=> send ASS_NRS_PDU (SDA.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 14 ABT-SEND-PDU 1)
ABT.req from LLI user
\M-M
=> send ABT_REQ_PDU (SDA.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 15 ABT-UPDATE 1)
unallowed LLI primitive
\M-S
=> ABT.ind to LLI user <RC = ABT_RC18, AD = code of the primitive>
send ABT_REQ_PDU <RC = ABT_RC9>
(UPDATE.req(low))
stop all timers, start T2

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-WAIT-LOC-RES AB 16 ABT-UPDATE 1)
T1 expired
\M-S
=> ABT.ind to LLI user <RC = ABT_RC10>
send ABT_REQ_PDU <RC = ABT_RC10>
(UPDATE.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 17 ABT-UPDATE 1)
ASS.res(R-) from LLI user
\M-S

=> send ASS_NRS_PDU (UPDATE.req(low))
stop all timers, start T2

ASS-WAIT-LOC-RES AB 18 ABT-UPDATE 1)
ABT.req from LLI user
\M-S
=> send ABT_REQ_PDU (UPDATE.req(low))
stop all timers, start T2

ASS-SEND-RES-PDU ASSRES 10 OPEN
ASS _RES_PDU sent (SDA.con(OK)/
SRD.ind(no data, update_status = LO))
\(M-M OR M-S) acyc. AND (ACI > 0)
=> stop T1, start S/IRTimer

ASS-SEND-RES-PDU ASSRES 11 OPEN
ASS _RES_PDU sent (SDA.con(OK)/
SRD.ind(no data, update_status = LO))
\(M-M OR M-S)acyc. AND (ACI = 0)
=> stop T1

ASS-SEND-RES-PDU ASSRES 12 OPEN
ASS RES_PDU sent (SRD.ind(no data, update_status = LO))
\cyc. M-S
=> stop T1

ASS-SEND-RES-PDU AB 19 ABT-SEND-PDU 1)
T1 expired

\M-M

=> send ABT_REQ_PDU <RC = ABT_RC10>
(SDA.req(low))
ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7 RC18>
stop all timers, start T2

ASS-SEND-RES-PDU AB 20 ABT-SEND-PDU 1)
error on sending the ASS_RES_PDU (SDA.con(LR))
\M-M
=> send ABT_REQ_PDU <RC = LR>
(SDA.req(low))
ABT.ind to LLI user <RC = LR, AD = ABT_AD4>
LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LR>
stop all timers, start T2
1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-SEND-RES-PDU AB 21 ABT-UPDATE 1)
T1 expired

\M-S

=> send ABT_REQ_PDU <RC = ABT_RC10>
(UPDATE.req(low))
ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
stop all timers, start T2

ASS-SEND-RES-PDU AB 22 ABT-SEND-PDU 1)
any received LLI PDU except ABT_REQ_PDU (SDA.ind(low/high))
\M-M

=> send ABT_REQ_PDU <RC = ABT_RC2>
(SDA.req(low))
ABT.ind to LLI user <RC = ABT_RC2>
stop all timers, start T2

ASS-SEND-RES-PDU AB 89 ABT-SEND-PDU 1)
unknown or faulty PDU received (SDA.ind(low/high))
\M-M

=> send ABT_REQ _PDU <RC = ABT_RC4>
(SDA.req(low))
ABT.ind to LLI user <RC = ABT_RC4>
stop all timers, start T2

ASS-SEND-RES-PDU AB 23 ABT-SEND-PDU 1)
error on sending the ASS_RES_PDU (SDA.con(RR/NA))
\M-M

=> send ABT_REQ_PDU <RC = RR/NA> (SDA.req(low))
ABT.ind to LLI user <RC = RR/NA, AD = ABT_ADA4>
stop all timers, start T2

ASS-SEND-RES-PDU AB 24 ABT-UPDATE 1)
any received LLI PDU except ABT_REQ_PDU
(SRD.ind(serv_class = low/high))
\M-S
=> send ABT_REQ_PDU <RC = ABT_RC2> (UPDATE.req(low))
ABT.ind to LLI user <RC = ABT_RC2>
stop all timers, start T2

ASS-SEND-RES-PDU AB 90 ABT-UPDATE 1)
unknown or faulty PDU received
(SRD.ind(serv_class = low/high))
\M-S
=> send ABT_REQ_PDU <RC = ABT_RC4> (UPDATE.req(low))
ABT.ind to LLI user <RC = ABT_RC4>
stop all timers, start T2

ASS-SEND-RES-PDU AB 25 CLOSED
unallowed FDL primitive
\D
=> LLI-Fault.ind <RC = LLI_FMA7_RCB6, AD = code of the primitive>
ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
reset CREF

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-SEND-RES-PDU AB 26 CLOSED
error on sending the ASS_RES_PDU (SDA.con(LS/1V))
\M-M AND D

=> LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LS/IV>
ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD4>

reset CREF
ASS-SEND-RES-PDU AB 27 CLOSED
ABT_REQ _PDU received (SDA.ind(serv_class = low/high))
\M-M AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
ASS-WAIT-LOC-RES AB 28 CLOSED
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
ASS-SEND-RES-PDU AB 29 CLOSED
error on sending the ASS_RES_PDU (SDA.con(UE/RS/DS))
\M-M AND D
=> ABT.ind to LLI user <RC = UE/RS/DS, AD = ABT_AD4>
reset CREF
ASS-SEND-RES-PDU AB 30 CLOSED
ABT_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
ASS-SEND-RES-PDU AB 31 ABT-SAP-DEACTIVATE
unallowed FDL primitive
\M-M AND O

=> LLI-Fault.ind <RC = LLI_FMA7_RC6, AD = code of the primitive>
ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
stop all timers, start T2
SAP_DEACT.req

ASS-SEND-RES-PDU AB 32 ABT-SAP-DEACTIVATE
error on sending the ASS_RES_PDU (SDA.con(LS/1V))
\M-M AND O

=> LLI-Fault.ind <RC = LLI_FMA7_RC12, AD = LS/IV>
ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD4>
stop all timers, start T2
SAP_DEACT.req

ASS-SEND-RES-PDU AB 33 ABT-SAP-ACTIVATE
unallowed FDL primitive
\M-S AND O
=> LLI-Fault.ind <RC = LLI_FMA7_RC6, AD = code of the primitive>
ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
stop all timers, start T2

RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode unchanged)

1)

1)

1)
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-SEND-RES-PDU AB 34 ABT-SAP-DEACTIVATE 1)
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND O

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers, start T2
SAP_DEACT.req

ASS-SEND-RES-PDU AB 35 ABT-SAP-DEACTIVATE 1)
error on sending the ASS_RES_PDU (SDA.con(UE/RS/DS))
\M-M AND O

=> ABT.ind to LLI user <RC = UE/RS/DS, AD = ABT_AD4>
stop all timers, start T2
SAP_DEACT.req

ASS-SEND-RES-PDU AB 36 ABT-SAP-ACTIVATE 1)
ABT_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S AND O

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers, start T2
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode unchanged)

ASS-REPLY-UPDATE AB 37 CLOSED
error in loading the update buffer (UPDATE.con(LS/IV))
\M-S AND D

=> ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD1>
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/IV>
reset CREF

ASS-REPLY-UPDATE AB 38 ASS-WAIT-FOR-UPDATE-CON
T1 expired
\M-S
=> ABT.ind to LLI user <RC = ABT_RC10>
LLI-Fault.ind <RC = LLI_FMA7_RC18>
stop all timers, start T2

ASS-REPLY-UPDATE AB 39 ASS-WAIT-FOR-UPDATE-CON
unallowed FDL primitive
\M-S
=> ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>
LLI-Fault.ind <RC = LLI_FMA7_RCS6, AD = code of the primitive>
stop all timers, start T2

ASS-REPLY-UPDATE AB 40 ASS-WAIT-FOR-UPDATE-CON
ABT_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timer, start T2

ASS-REPLY-UPDATE ASSRES 13 ASS-SEND-RES-PDU
update buffer loaded (UPDATE.con(OK))
\M-S

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-REPLY-UPDATE AB 41 ABT-SAP-ACTIVATE 1)
error in loading the update buffer (UPDATE.con(LS/IV))
\M-S AND O

=> ABT.ind to LLI user <RC = LS/IV, AD = ABT_AD1>
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/IV>
stop all timers, start T2
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode unchanged)

ASS-REPLY-UPDATE AB 45 ABT-UPDATE 1)
error in loading the update buffer (UPDATE.con(LR))
\M-S

=> ABT.ind to LLI user <RC = LR, AD = ABT_AD1>
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LR>
send ABT_REQ_PDU <RC = LR>
(UPDATE.req(low))
stop all timers, start T2

ASS-REPLY-UPDATE AB 46 ABT-WAIT-FOR-UPDATE-CON
any received LLI PDU except ABT_REQ_PDU (SRD.ind(low/high))
\M-S

=> stop all timers, start T2
store RC:=ABT_RC2

ASS-REPLY-UPDATE AB 86 ABT-WAIT-FOR-UPDATE-CON
unknown or faulty PDU received (SRD.ind(low/high))
\M-S

=> stop all timers, start T2
store RC:=ABT_RC4

ASS-RES-SAP-DEACTIVATE AB 47 CLOSED
T1 expired
\M-M
=> LLI-Fault.ind <RC = LLI_FMA7_RC18>
reset CREF

ASS-RES-SAP-ACTIVATE  AB 48 CLOSED
T1 expired
\M-M OR M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RC18>
reset CREF

ASS-WAIT-LOC-RES AB 49 ABT-SEND-PDU 1)
any received LLI PDU except ABT_REQ_PDU (SDA.req(low/high))
\M-M
=> send ABT_REQ_PDU <RC = ABT_RC2> (SDA.req(low))
ABT.ind to LLI user <RC = ABT_RC2>
stop all timers, start T2

1) see state diagram for connection release
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Connection Establishment at the Requester

Current State Transition Next State
Event
\Exit Condition
=> Action Taken

ASS-WAIT-LOC-RES AB 50 ABT-UPDATE 1)
any received LLI PDU except ABT_REQ_PDU
(SRD.ind(serv_class = low/high))
\M-S
=> send ABT_REQ_PDU <RC = ABT_RC2> (UPDATE.req(low))
ABT.ind to LLI user <RC = ABT_RC2>
stop all timers, start T2

ASS-WAIT-LOC-RES AB 83 ABT-SEND-PDU 1)
unknown or faulty PDU received (SDA.req(low/high))
\M-M

=> send ABT_REQ_PDU <RC = ABT_RC4> (SDA.req(low))
ABT.ind to LLI user <RC = ABT_RC4>
stop all timers, start T2

ASS-WAIT-LOC-RES AB 84 ABT-UPDATE 1)
unknown or faulty PDU received
(SRD.ind(serv_class = low/high))
\M-S
=> send ABT_REQ_PDU <RC = ABT_RC4> (UPDATE.req(low))
ABT.ind to LLI user <RC = ABT_RC4>
stop all timers, start T2

ASS-WAIT-LOC-RES AB 51 CLOSED
unallowed FDL primitive
\D
=> LLI-Fault.ind <RC = LLI_FMA7_RC®6, AD = code of the primitive>
ABT.ind to LLI user <RC = ABT_RC14, AD = code of the primitive>

reset CREF
ASS-WAIT-LOC-RES AB 52 CLOSED
ABT_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
ASS-WAIT-LOC-RES AB 68 ABT-SAP-ACTIVATE
ABT_REQ_PDU received (SRD.ind(serv_class = low/high))
\M-S AND O

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers, start T2
RSAP_ACT.req(Access = All, Indication_mode = Unchanged)

ASS-WAIT-LOC-RES AB 70 ABT-SAP-DEACTIVATE
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND O

=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
stop all timers, start T2
SAP_DEACT.req

ASS-WAIT-LOC-RES AB 85 CLOSED
ABT_REQ_PDU received (SDA.ind(serv_class = low/high))
\M-M AND D
=> ABT.ind to LLI user <RC = RC out of ABT_REQ_PDU>
reset CREF
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ASS-REPLY-UPDATE AB 53 ASS-WAIT-FOR-UPDATE-CON
SRD.ind(no data, update_status = NO)
\M-S

=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24>
stop all timers, start T2

LLI-Fault
ASS-WAIT-LOC-RES AB 55 CLOSED
SRD.ind(no data, update_status = NO)
\M-S AND D

=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24>

reset CREF
ASS-WAIT-LOC-RES AB 56 ABT-SAP-ACTIVATE 1)
SRD.ind(no data, update_status = NO)
\M-S AND O

=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24>
stop all timers, start T2
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode unchanged)

ASS-WAIT-LOC-RES AB 67 ABT-SAP-DEACTIVATE
unallowed FDL-Primitive
\M-M AND O
=>| LI-Fault.ind <RC = LLI_FMA7_RC6, AD= Code of the primitive>
ABT.ind to LLI-User <RC = ABT_RC_14, AD = Code ofe the primitive>
stop all timer,start T2
SAP_DEACT.req

ASS-WAIT-LOC-RES AB 76 ABT-SAP-ACTIVATE
unallowed FDL-Primitive
\M-S AND Slave AND O
=>LLI-Fault.ind <RC = LLI_FMA7_RC6, AD= Code of the primitive>
ABT.ind to LLI-User <RC = ABT_RC_14, AD = Code of the primitive>
stop all timer,start T2
RSAP_ACT.req(Access = All, Indication_mode = Unchanged)

ASS-SEND-RES-PDU AB 57 CLOSED
SRD.ind(no data, update_status = NO)
\M-S AND D

=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24>
reset CREF

1) see state diagram for connection release
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ASS-SEND-RES-PDU AB 58 ABT-SAP-ACTIVATE 1)
SRD.ind(no data, update_status = NO)
\M-S AND O

=> ABT.ind to LLI user <RC = ABT_RC25>
LLI-Fault.ind <RC = LLI_FMA7_RC24>
stop all timers, start T2
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode =unchanged)

ASS-RES-SAP-DEACTIVATE AB 59 CLOSED
unallowed FMA1/2 primitive received
\M-M
=> LLI-Fault.ind <RC = LLI_FMA7_RC22>
reset CREF
ASS-RES-SAP-ACTIVATE AB 60 CLOSED
unallowed FMA1/2 primitive received
\M-M OR M-S
=> LLI-Fault.ind <RC = LLI_FMA7_RC22>
reset CREF
ASS-WAIT-FOR-UPDATE-CON AB 71 CLOSED
UPDATE.CON(OK)
\M-S AND D
=> ignore UPDATE.CON
reset CREF
ASS-WAIT-FOR-UPDATE-CON AB 82 CLOSED
UPDATE.CON(LS/LR/IV)
\M-S AND D
=> ignore UPDATE.CON
reset CREF
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/LR/IV)
ASS-WAIT-FOR-UPDATE-CON  AB 77 CLOSED
T2 expired
\M-S AND D
=> LLI-Fault.ind <RC = LLI_FMA7_RC18>
reset CREF
ASS-WAIT-FOR-UPDATE-CON  AB 72 ABT-SAP-ACTIVATE 1)
UPDATE.CON(OK)
\M-S AND O

=> ignore UPDATE.CON
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode = unchanged)
stop all timers, start T2

ASS-WAIT-FOR-UPDATE-CON  AB 78 ABT-SAP-ACTIVATE 1)
UPDATE.CON(LS/LR/IV)
\M-S AND O
=> ignore UPDATE.CON
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode = unchanged)
stop all timers, start T2
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/LR/IV)
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ASS-WAIT-FOR-UPDATE-CON  AB 79 ABT-SAP-ACTIVATE 1)
T2 expired
\M-S AND O
=> ignore UPDATE.CON
RSAP-ACTIVATE.req (ACCESS = All, Indication_Mode = unchanged)
stop all timers, start T2
LLI-Fault.ind <RC = LLI_FMA7_RC18)

ABT-WAIT-FOR-UPDATE-CON AB 73 ABT-UPDATE 1)
UPDATE.CON(OK)
\M-S
=> ignore UPDATE.CON
ABT.ind to LLI user <RC = ABT_RC2>
send ABT_REQ_PDU <RC = ABT_RC2>
UPDATE.req(low))
stop all timers, start T2

ABT-WAIT-FOR-UPDATE-CON AB 80 ABT-UPDATE 1)
UPDATE.CON(LR)
\M-S
=> ignore UPDATE.CON
ABT.ind to LLI user <RC = ABT_RC2>
send ABT_REQ_PDU <RC = ABT_RC2>
UPDATE.req(low))
stop all timers, start T2
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LR)

ABT-WAIT-FOR-UPDATE-CON AB 87 CLOSED
UPDATE.CON(LS/1V)
\M-S AND D
=> ijgnore UPDATE.CON
ABT.ind to LLI user <RC = ABT_RC2>
reset CREF
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/IV)

ABT-WAIT-FOR-UPDATE-CON AB 88 ABT-SAP-ACTIVATE 1)

UPDATE.CON(LS/1V)

\M-S AND O

=> ignore UPDATE.CON

ABT.ind to LLI user <RC = ABT_RC2>

stop all timers, start T2
LLI-Fault.ind <RC = LLI_FMA7_RC3, AD = LS/IV)
RSAP-ACTIVATE.req(Access = All, Indication_Mode unchanged)

ABT-WAIT-FOR-UPDATE-CON AB 8